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Abstract
Query-by-example spoken document retrieval (QbESDR) consists in, given a collection of
documents, computing how likely a spoken query is present in each document. This is usu-
ally done by means of pattern matching techniques based on dynamic time warping (DTW),
which leads to acceptable results but is inefficient in terms of query processing time. In this
paper, the use of probabilistic retrieval models for information retrieval is applied to the
QbESDR scenario. First, each document is represented by means of a language model, as
commonly done in information retrieval, obtained by estimating the probability of the dif-
ferent n-grams extracted from automatic phone transcriptions of the documents. Then, the
score of a query given a document can be computed following the query likelihood retrieval
model. Besides the adaptation of this model to QbESDR, this paper presents two techniques
that aim at enhancing the performance of this method. One of them consists in improving
the language models of the documents by using several phone transcription hypotheses for
each document. The other approach aims at re-ranking the retrieved documents by incor-
porating positional information to the system, which is achieved by string alignment of the
query and document phone transcriptions. Experiments were performed on two large and
heterogeneous datasets specifically designed for search on speech tasks, namely MediaE-
val 2013 Spoken Web Search (SWS 2013) and MediaEval 2014 Query-by-Example Search
on Speech (QUESST 2014). The experimental results prove the validity of the proposed
strategies for QbESDR. In addition, the performance when dealing with queries with word
reorderings is superior to that exhibited by a DTW-based strategy, and the query processing
time is smaller by several orders of magnitude.
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1 Introduction

The search and retrieval of spoken documents has become an issue of paramount importance
due to the proliferation of audiovisual contents that are part of our daily life. This task has
created the need for efficient tools to find queries in large sets of documents. Since the use
of smartphones has encouraged speech-driven applications, the search of spoken queries
has regained the attention of the research community, also boosted by the organization of
competitive evaluations related to query-by-example spoken document retrieval (QbESDR),
where the aim is to retrieve documents where the query appears [3, 4, 10, 57]; and query-
by-example spoken term detection (QbESTD), where the exact position of the query within
the document is also required [8, 37, 38, 58–60].

QbESDR is commonly performed following approaches based on either automatic
speech recognition (ASR) or pattern matching techniques. The former strategies are inher-
ited from the spoken term detection (STD) task, where queries are formulated in written
format and only the documents must be transcribed [13, 15, 32, 43]. However, in QbESDR,
queries must be transcribed as well, which adds a new source of noise to the task since
both document and query transcriptions might have errors [60]. The performance of ASR-
based techniques for QbESDR is reasonable in monolingual scenarios with moderate word
error rates [27, 36], and they rely on the availability of language resources to train an ASR
system. When these resources are not available for the language of interest, or in multilin-
gual scenarios, it is common to use cross-lingual approaches to obtain subword or word
transcriptions using ASR systems trained for a different language [40, 42, 50, 64, 65].

QbESDR techniques based on pattern matching usually rely on the dynamic time warp-
ing (DTW) algorithm [51] or any of its variants [6, 7, 34, 39] for finding alignments of
the query within the documents. These strategies have exhibited acceptable results in mul-
tilingual and language-independent scenarios and they require, in general, fewer resources
for training the systems. In these techniques, the queries and documents are represented by
means of frame-level feature vectors. Common features are Gaussian posteriorgrams [68],
where each feature vector represents the posterior probabilities of a speech frame given a
Gaussian mixture model (GMM) [5, 30, 31, 34, 35]; and phone posteriorgrams, where the
posterior probability of each phone class in a phone decoder is computed for each frame [2,
24, 25, 29, 49]. Zero-resource representations are also found in the literature, and they con-
sist in extracting features from the waveforms such as Mel frequency cepstral coefficients
[12, 21, 36], short-time frequency domain linear prediction features [20], or large sets of
features followed by feature selection [26]. The main disadvantage of the QbESDR strate-
gies based on pattern matching is that they are usually inefficient in terms of computational
cost [7], which limits their use in practical applications.

Since the performance of current QbESDR approaches still needs improvement,
researchers have focused on massive fusions of many different systems in order to boost
their individual performance [19, 24, 45, 55, 66] at the cost of increasing the query process-
ing time to a great extent. A strategy for QbESDR based on information retrieval models
was presented in [23], which focused on obtaining fast and accurate search systems for real
applications. This strategy relies in the phone multigram approach for document and query
representation: first, the spoken utterance is transcribed using a phone decoder, and then the
sequence of phones is tokenized into n-grams of different sizes, namely phone multigrams.
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This representation was used to perform QbESDR from an information retrieval perspec-
tive: the documents are stored in an inverted index, and then the queries are searched and
scored using the vector space model (VSM) [52] for information retrieval. This system was
used for candidate selection, and re-scoring of the selected query-document pairs was done
following a DTW-based approach. The experimental results were promising since the per-
formance of this strategy was not significantly different to that of the DTW-based approach
while reducing the query processing time by several orders of magnitude. In addition, the
performance of the VSM-based system improved to a great extent when dealing with queries
with lexical variations and word reorderings.

A new approach for QbESDR is presented in this work, which aims at improving two
main aspects of the strategy proposed in [23]: (1) the VSM relies in geometric properties
of the document and query representations, and its mathematical derivation includes many
heuristics; (2) bag-of-words strategies do not take into account positional information, so
there is no guarantee that the n-grams of the query appear in a document in the same order,
and finding out the exact position of the query within the document is not trivial.

In this paper, the use of a probabilistic information retrieval model [44, 46, 54] for
QbESDR is proposed. This approach gained a great popularity in the information retrieval
community since it is more principled than the VSM [33]. Specifically, in this work,
language models (LMs) [44] are used to represent documents by means of the probabil-
ity distribution of their different terms which, in this case, are phone multigrams. Since
automatic phone transcriptions usually have errors, a technique to obtain improved LMs
for document representation is proposed, which consists in using different transcription
hypotheses, instead of the 1-best transcription, to obtain better probability estimates of the
different terms in the document. In addition, a re-ranking of the documents is proposed for
introducing positional information in this strategy. This re-ranking is done according to the
minimum edit distance (MED) between the phone transcription of the query and the doc-
ument: the optimal query-document alignment is found and a score is computed according
to the MED. This score is used to penalize the one obtained from the retrieval model: the
penalty is big if the alignment between query and document led to many insertions, dele-
tions and substitutions; on the contrary, the penalty is small if the alignment was successful.
This strategy also allows the detection of the exact position of the query within the docu-
ment, so it makes this method suitable for QbESTD. The validity of the proposed techniques
is evaluated for QbESDR and QbESTD and compared with a DTW-based approach in terms
of performance and search time.

The rest of this paper is organized as follows: Section 2 presents the QbESDR strategy
based on probabilistic retrieval models; Section 3 describes the proposed approaches for
improving the LM-based QbESDR strategy; the DTW approach used for comparison is
depicted in Section 4; Section 5 summarizes the experimental frameworks; experimental
results and a discussion are presented in Section 6; lastly, conclusions and future work are
summarized in Section 7.

2 Probabilistic information retrieval models for QbESDR

In this work, a probabilistic model for information retrieval is adapted to the QbESDR task.
Specifically, the proposed strategy consists in representing documents by means of LMs, which
model the probability distribution of the different terms in the document [44]. For this purpose,
first a strategy to represent the documents and queries must be chosen, and then indexing
and search can be performed. The rest of this section explains these two stages in detail.
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2.1 Speech representation

First, a textual representation of the documents and queries must be obtained, and this
can be done by means of phone decoding of the audio signals. This procedure converts
a speech utterance into a sequence of terms that represent phones, which belong to a set
U = {u1, . . . , unU

} with nU phone units. The number of phone units is equal to the num-
ber of units in the phone decoding models, as explained in Section 6. Hence, given a
speech utterance to transcribe, the phone decoder computes a phone lattice (i.e. a directed
acyclic graph with a single start point and edges labeled with a phone hypothesis and a
likelihood value [14]), and different transcription hypotheses, namely n-best transcriptions,
can be obtained from this lattice. The 1-best transcription is obtained by finding the most
likely sequence of phones according to the probabilities present in the lattice; the 2-best
transcription represent the second most likely sequence, and so on.

Once the phone transcription of a speech utterance is extracted, its phone multigram rep-
resentation can be obtained [23]. This strategy consists in combining different tokenizers
for document and query representation: given the phone transcription of a spoken utter-
ance, it is tokenized into n-grams of different sizes, with n ∈ {minngram, . . . , maxngram}, as
depicted in the example presented in Fig. 1.

Fig. 1 Example of the phone multigram approach: the 1-best phone transcription of a speech utterance is
obtained and then it is tokenized. In this example, the tokenizer is composed of five phone n-gram tokenizers
with n = 1, . . . , 5
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2.2 Indexing and search

In text information retrieval, it is common to use inverted indices to store the information
related to the documents, since this data structure allows fast and efficient search while
achieving an optimal use of storage space [63]. Hence, given a set of nΩ documents Ω =
{D1, . . . , DnΩ } to be indexed, each document Di is represented by a set of nDi

terms Di =
{t1, . . . , tnDi

} obtained from the 1-best transcription of Di . The inverted index stores, for
each present term, a list of all the documents that contain that term. In this work, the terms
are phone multigrams as explained above, and they are stored in different indices according
to their size, i.e. there is an index for unigrams, another for bigrams, and so forth.

In QbESDR, a score must be assigned to each query-document pair in order to indicate
how likely the query matches each document, and this score can be used to decide whether
the query is present in the document or not. In LM-based information retrieval systems, scor-
ing is done following the query likelihood retrieval model [33]. Let Q = {q1, . . . , qnQ

} be a
query composed of nQ terms, which are n-grams of different size (i.e. 1-grams, 2-grams. . . ).
For index n (i.e. for n-gram size n), the score of Q given document D is computed as the
probability that Q was generated by the language model that represents D:

scoreLM(Q,D, n) = P(Q|D, n) =
nQ∏

i=1

P(qi |D, n) (1)

P(qi |D, n) is the probability that term qi was generated by the LM of D considering n-
grams of size n, which can be computed with the maximum likelihood estimator:

PML(qi |D, n) = fqi ,D

|D| (2)

where fqi ,D is the number of times term qi appears in document D, and |D| is the total
number of tokens in D. The issue regarding this formulation is that, if any of the query terms
has fqi ,D = 0, then P(Q|D, n) will be zero as well. For this reason, the use of smoothing
methods is very common in this framework [67]: given the whole collection of indexed
documents C, the smoothed likelihood of a query term is computed as

P(qi |D,n) = (1 − αD)PML(qi |D, n) + αDPML(qi |C, n) (3)

In this equation, αD is the smoothing factor, and P(qi |C, n) is the probability that query
term qi was generated by the LM of C given n-gram size n. One of the most common
smoothing strategies is Jelinek-Mercer smoothing, which is document-independent and its
smoothing factor is αD = λ:

P(qi |D, n) = (1 − λ)
fqi ,D

|D| + λ
cqi

|C| (4)

where cqi
is the total number of occurrences of qi in C and |C| is the total number of

occurrences of terms in the collection. Dirichlet smoothing is also very popular: this strategy
has a smoothing factor αD = μ

|D|+μ
that is dependent on the document length:

P(qi |D,n) = fqi ,D + μ
cqi|C|

|D| + μ
(5)

λ and μ in (4) and (5) are tuning parameters whose values are set empirically.
As mentioned above, scoreLM(Q,D, n) represents the score of query Q and document

D for a given n-gram size n. It is very common that probabilities are computed in logarith-
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mic space since this function is a monotonic transformation that preserves the ranking and
avoids precision issues when multiplying probabilities:

scoreLM(Q, D, n)
rank= log

( nQ∏

i=1

P(qi |D, n)

)
=

=
nQ∑

i=1

log P(qi |D, n) (6)

In this work, several n-gram sizes are considered in the multigram representation, and
the scores obtained for the different indices (i.e. n-gram sizes) using (6) are combined as
follows:

scoreLM(Q,D) =
maxngram∑

n=minngram

nQ∑

i=1

log P(qi |D,n) (7)

Since document and query transcriptions might have errors, a strategy was proposed
in [23] to cope with this issue. It consists in extracting n

Q
hyp transcription hypotheses

{Qh1 , . . . , Qh
n
Q
hyp

} for each spoken query Q and computing the query score as

scoreLM(Q,D) = max
i∈1,...,n

Q
hyp

scoreLM(Qhi
,D) (8)

where Qhi
is the ith transcription of query Q.

The scores retrieved by a QbESDR system are used to decide whether query Q is present
in document D or not, so a decision threshold must be established. In order to equalize the
distributions of the scores for each query, a common normalization technique for QbESDR
is applied in this system, namely the z-norm [56]: given a set of nm documents DQ =
{D1, . . . , Dnm} that matched query Q, their scores are normalized as follows:

scoreLM,z−norm(Q,Di) = scoreLM(Q,Di) − μQ

σQ

(9)

where

μQ = 1

nm

nm∑

i=1

score(Q,Di) (10)

is the mean of the scores of DQ and

σQ =
√√√√ 1

nm − 1

nm∑

i=1

|score(Q,Di) − μQ|2 (11)

is the standard deviation of the scores of DQ. In this way, the scores have a distribution
with zero mean and unit variance, which makes it possible to establish the same decision
threshold regardless of the query.

3 Proposed approaches for improved LM-based QbESDR

This section describes two approaches to improve the performance of LM-based QbESDR:
the first one consists in using n-best transcription hypotheses to compute document prob-
ability estimates, and the other aims at introducing positional information using a string
alignment strategy.
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Table 1 5-best transcription
hypotheses of speech utterance
“Almost everything”

o d m o s t e v i t e n

o d m o s t e v i t e m

o d m o s t e v i t e i n

o d m o s t e v i t e i

o d m o s t e v i t e i m

3.1 Improved LMs using n-best transcriptions

The key elements of (3) are the probability estimates of term qi given D and C. This prob-
ability estimate is computed as a count of occurrences of qi divided by the size of the
document and the collection, respectively. As mentioned in Section 2, the documents are
represented by terms extracted from their 1-best transcription. Automatic phone transcrip-
tions may have errors, and this can lead to incorrect probability estimates. Table 1 shows the
5-best transcription hypotheses of a real speech utterance. It can be observed that there is
an agreement about the first eleven phone units, but then the phone sequence is different in
all the hypotheses. Obtaining a LM that computes the probability estimates using more than
one transcription hypothesis would ease the impact of transcription errors, since it would
account for the different alternatives that can be recognized for a given document. Table 2
shows the probability estimates of terms ‘m’, ‘n’ and ‘o’ when using the 1-best transcription
in Table 1, and it also shows the probability estimates that would be obtained if the 5-best
transcription hypotheses were combined by concatenating them. The probability of term ‘n’
is equal to that of term ‘m’ when only the 1-best transcription is considered, but these proba-
bility estimates differ significantly when combining the 5-best transcription hypotheses. For
term ‘o’, the probability estimate barely changes regardless the number of hypotheses. This
suggests that errors in document transcriptions can be smoothed by combining different
transcription hypotheses.

In view of the previous example, the concatenation of different transcription hypotheses
to build document LMs is proposed. Formally, given a document D, its n-best transcription
hypotheses are extracted from its phone lattice, and then the probability that a term qi was
generated by document D given n-gram size n can be computed as

P(qi |D, n) =
nD

hyp∑

j=1

fqi ,Dhj

|Dhj
| (12)

where nD
hyp is the number of transcription hypotheses that are considered for document D,

and Dhj
is the j th transcription hypothesis. It is expected that computing P(qi |D, n) as

proposed in (12) will lead to more reliable probability estimates than (2).

Table 2 Example of how
probability estimates differ in the
example displayed in Table 1
when considering 1-best and
5-best transcription hypotheses

Term 1-best 5-best

‘m’ 0.083 0.113

‘n’ 0.083 0.032

‘o’ 0.167 0.161
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3.2 Re-ranking based on positional information

The score computed following (1) depends on the occurrence of the different terms of a
query in the document regardless of their order of appearance. It is expected that, when many
of the query terms are present in a document (especially those n-grams with larger values
of n), the query is most likely to be found in the document, but it is also possible that many
terms appear in the document but not in the expected order, leading to false matches. Hence,
it is interesting to incorporate positional information to the proposed QbESDR system.

In this work, the use of a string alignment strategy is proposed for taking positional
information into account in the QbESDR approach described in Section 2. Specifically,
scoreLM(Q,D) is weighted proportionally to a score scoreMED(Q,D) given by the MED
between the query and document phone transcriptions. MED is defined as the minimum
number of editing operations (insertions, deletions and substitutions) that are necessary for
transforming one string into another [22]. Therefore, if MED is 0 this score would be 1
and vice versa. MED is usually computed following the Wagner-Fischer algorithm [62],
which aligns two sequences from beginning to end. Nevertheless, in QbESDR, aligning a
short sequence (the query) with a fragment of a longer one (the document) is more suit-
able. Hence, a modification of this strategy is used, namely subsequence MED (S-MED),
which allows the algorithm to skip the initial terms in the document that do not match the
sequence of query terms. For this purpose, this modification gives the end position of the
alignment, and the start position can be recovered by backtracking of the alignment path
[41]. S-MED is inspired in the subsequence DTW algorithm [39] widely used in QbESTD,
which is described in detail in Section 4. Given a query Q = {q1, . . . , qnQ

} and a docu-
ment D = {d1, . . . , dnD

}, where qi and di are phone 1-grams, scoreMED(Q,D) can be
computed as follows:

scoreMED(Q,D) = nQ − S-MED(Q, D)

K
(13)

where S-MED(Q, D) is the minimum edit distance returned by the alignment algorithm,
nQ is the number of query terms and K is the length of the best alignment path. It must
be noted that nQ − S-MED(Q, D) cannot have negative values because, in the worst case
scenario, nQ editions should be performed to convert a string of length nQ into a completely
different one.

Combining (1) and (13), the new score for query Q and document D is computed as

score(Q,D) = scoreLM(Q,D) · scoreMED(Q,D) (14)

where score(Q,D), scoreLM(Q,D) and scoreMED(Q, D) range from 0 to 1.
The time complexity of the procedure used for computing scoreMED(Q,D) is

O(nQnD), where nQ and nD are the number of terms of the query and the document,
respectively. This time complexity is not prohibitive given that nQ and nD are not large val-

ues in general. Nevertheless, as mentioned in Section 2, n
Q
hyp transcription hypotheses are

searched for each query, so the time complexity would linearly increase with n
Q
hyp . Hence,

instead of computing scoreMED(Q,D) for all the hypotheses of Q, only the one that led to
the greatest score is considered. According to (8):

Q∗ = arg max
i∈1,...,n

Q
hyp

scoreLM(Qi,D) (15)

Then, (14) can be rewritten as

score(Q,D) = scoreLM(Q∗,D) · scoreMED(Q∗,D) (16)
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The main purpose of performing string alignment is computing scoreMED(Q,D) in
order to re-rank the documents returned by the probabilistic information retrieval model.
Nevertheless, since the computation of this score implies backtracking the alignment path, it
is possible to know the initial and final positions of the query-document alignment. Hence,
this can also be used to perform QbESTD if the start time and duration of each term are
stored in the index.

4 QbESDR using dynamic time warping

DTW is widely used in pattern matching-based approaches for QbESDR and QbESTD,
which makes it a suitable reference strategy to evaluate the performance of the techniques
proposed in this paper. This section describes in detail the system used in the experiments
presented in Section 6, which has three stages: feature extraction, search and score normal-
ization. It must be noted that the proposed system was chosen based on previous work and
to enable a straightforward comparison with previous results in [23], but modifications of
this system such as using different local and global restrictions on the DTW algorithm [16]
can lead to slightly better results. Nevertheless, the analysis of different DTW techniques is
out of the scope of this paper.

4.1 Feature extraction

In this system, phone posteriorgrams were used for query and document representation.
Given a spoken document and a phone decoder with nU phone units, the posterior prob-
ability of each phone unit is computed for each time frame, leading to a set of vectors of
dimension nU that represents the a posteriori probability of each phone unit at every instant
of time. After obtaining the posteriors, a Gaussian softening is applied in order to have
Gaussian distributed probabilities [61].

4.2 Search algorithm

Let Q = {q1, . . . , qFQ
} and D = {d1, . . . ,dFD

} be the phone posteriorgrams of a query and
a document with FQ and FD frames, where qi and dj are feature vectors of dimension nU

and FQ � FD . DTW aims at finding the best alignment path between Q and D. Among the
different variants of DTW [6, 7, 34, 39, 51], subsequence DTW (S-DTW) was used in this
system [39], since it allows alignments between a short sequence (the query) and a longer
sequence (the document).

First, a cost matrix M ∈ �FQ×FD is defined, where the rows and columns correspond to
the frames of the query and the document, respectively. Each element Mi,j of the cost matrix
represents the cost corresponding to frame qi in the query and frame dj in the document,
which is defined as

Mi,j =
⎧
⎨

⎩

c(qi , dj ) if i = 1
c(qi , dj ) + Mi−1,0 if i > 1, j = 1
c(qi , dj ) + M∗(i, j) otherwise

(17)

where c(qi ,dj ) is a function that defines the cost between query vector qi and document
vector dj , and

M∗(i, j) = min
(
Mi−1,j ,Mi−1,j−1, Mi,j−1

)
(18)
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The matrix computed following (17) is a cumulative cost matrix, where the cost at each
position (i, j) takes into account the cost at this point and also the cost at the previous
steps. Following the restrictions of the DTW algorithm, the alignment path can move in
three different directions, as represented in (18): one step horizontally, one step vertically,
or one step horizontally and vertically at the same time. Since DTW aims at minimizing
the cost, (18) selects the previous step as the one with the smallest cost among these three
alternatives.

In this work, the negative log cosine similarity was used as the cost function cost (qi , dj ),
since it is a suitable alternative when dealing with phone posteriorgrams [18]:

cost (qi ,dj ) = − log
qi · dj

|qi | · |dj | (19)

cost (qi ,dj ) is normalized in order to turn it into a cost function defined in the interval [0,1]
as follows [48]:

c(qi ,dj ) = cost (qi , dj ) − costmin(i)

costmax(i) − costmin(i)
(20)

where costmin(i) = minj cost (qi ,dj ) and costmax(i) = maxj cost (qi , dj ). Therefore,
c(qi , dj ) is a normalized cost function derived from the cosine similarity.

Once the matrix M is obtained, the best alignment path between a query Q and a docu-
ment D (i.e. the sequence of steps that leads to the minimum alignment cost between Q and
D) can be obtained using the S-DTW algorithm. First, the last step of the best alignment
path b∗ is selected as the lowest cumulative cost of all the possible ones:

b∗ = arg min
b∈1,...,FD

MFQ,b (21)

Since M is a cumulative matrix cost, each element MFQ,b, b ∈ 1, . . . , FD in the last row
of the matrix represents the cost of ending the path at position b. Therefore, the last step of
the path with the lowest cost can be found by searching for the value of b that minimizes
the cost, as defined in (21). Then, the first step a∗ can be obtained by backtracking the path
starting at b∗. This results in an alignment path

Path(Q, D) = {p1, . . . , pk, . . . , pK } (22)

where pk = (ik, jk), i.e. the kth step of the path is formed by qik and djk
.

This system is used for both QbESDR and QbESTD. In the latter task, it is possible that
a query appears several times in the same document, so other alignment paths apart from
the best one must be considered. In this approach, the top 100 values of b∗ are considered
for each query-document pair as in previous work [26].

4.3 Score normalization

The search stage returns, for each match of a query in a document, the minimum alignment
cost MFQ,b∗ , which is the minimum cumulative cost resulting from aligning query Q and
document D. This value can be interpreted as a score that indicates how reliably the query
was found in the document. Nevertheless, this cost strongly depends on the length of the
document and the query, so length normalization is usually applied to this value [1]:

score(Q,D) = MFQ,b∗

b∗ − a∗ + FQ

(23)
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This normalization is equivalent to dividing the score by the length of the best alignment
path, estimated as the number of matching frames in the document (b∗−a∗) plus the number
of frames in the query FQ.

Afterwards, as explained in Section 2, it is necessary to make the scores of different
queries comparable among them, since a decision threshold must be applied to decide
whether a query was present or not in a document. Hence, in this system, the z-norm defined
in (9) was also applied to the scores.

5 Experimental framework

The experimental frameworks used in this work to assess QbESDR and QbESTD perfor-
mance were those of MediaEval 2014 Query-by-Example Search on Speech (QUESST
2014) [10] and MediaEval 2013 Spoken Web Search (SWS 2013) evaluations [8], respec-
tively. These databases include a set of audio documents where the search must be
performed, a set of development (dev) queries for system training, and a set of evalua-
tion (eval) queries to assess the performance after training, as summarized in Table 3. The
audio documents include speech in nine languages (Isixhosa, Isizulu, Sepedi, Setswana,
Albanian, Romanian, Basque, Czech and non-native English) in SWS 2013, and in six lan-
guages (Albanian, Basque, Czech, non-native English, Romanian, and Slovak) in QUESST
2014. The documents were collected from multiple sources such as broadcast news pro-
grams, telephone calls into radio live broadcasts, TED talks or Parliament meetings [9, 11].
Hence, these databases feature read and spontaneous speech as well as broadcast speech
and lectures, and there are mismatched acoustic conditions since the data includes clean
and noisy speech. The queries, which feature the aforementioned languages, are of different
nature in the two datasets: in SWS 2013, the queries were cut from other recordings, while
in QUESST 2014 they were recorded using a mobile phone in order to simulate a regular
user querying a retrieval system via speech [9]. There are three different types of queries in
QUESST 2014:

– Exact (T1): a hit is produced when an exact match of the lexical representation of the
query is found in a document.

Table 3 Summary of the experimental frameworks used in this paper: number of recordings in each set (#
recordings); total (Total), minimum (Min) and maximum (Max) duration of the recordings

Duration

Dataset Data # recordings Total Min Max

SWS 2013 Audio docs 10762 19 h 57 min 0.16 s 145.92 s

dev queries 505 11 min 26 s 0.17 s 6.35 s

eval queries 503 11 min 36 s 0.21 s 4.10 s

QUESST 2014 Audio docs 12492 23 h 5 min 0.63 s 47.17 s

dev queries 560 20 min 22.92 s 0.56 s 6.18 s

eval queries 555 19 min 27.61 s 0.52 s 3.62 s

Audio docs represent the spoken documents were the search must be performed, and dev/eval queries
represent the sets of queries for system training and testing, respectively
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– Variant (T2): hits allow slight variations of the lexical representation of the query either
at the beginning or at the end of the query. For example, ”engineer” should match a
document saying ”engineering” and vice versa.

– Reordering/filler (T3): given a query with multiple words, a hit is produced when the
document contains all the words in the query but they might appear in a different order
and/or with a small amount of filler content between words. Lexical variations as in T2
queries are also allowed. For example, “Brazilian president” should match a document
saying “president of Brazil”.

In SWS 2013, all the queries belong to type T1. Some statistics about the queries are
summarized in Table 4.

Two evaluation metrics defined in the experimental protocol of SWS 2013 and QUESST
2014 were used in this work to assess search on speech performance and computational cost.

QbESDR and QbESTD performance are evaluated by means of the maximum term
weighted value (MTWV) [17], which is derived from the term weighted value (TWV).
Given a system that searches for a set of queries Q within a set of documents Ω , and given
a decision threshold θ for the scores output by the system, the TWV aims at measuring the
amount of actual query matches that were not found in Ω (miss detections) and the amount
of false query matches that were detected by the system (false alarms). Hence, TWV is
defined as the complement of the measurement of false alarms and miss detections:

T WV (θ) = 1 − 1

|Q|
∑

∀Q∈Q
{Pmiss(Q, θ) + β · Pf a(Q, θ)} (24)

where θ is the decision threshold, Pmiss(Q, θ) is the probability of missing hits of Q given
θ , Pf a(Q, θ) is the probability of inserting false hits of Q given θ , and the weight factor β

is defined as:

β = Cf a(1 − Ptarget )

CmissPtarget

(25)

where Cmiss > 0 and Cf a > 0 are the costs of miss and false alarm errors, respectively,
and Ptarget is the prior probability of finding a match of a query in a document (which is
assumed to be constant across queries).

Table 4 Summary of the queries in the experimental frameworks used in this paper

Dataset Query type Query set # queries # hits

SWS 2013 T1 dev 505 5589

eval 503 5562

QUESST 2014 All dev 560 5471

eval 555 5213

T1 dev 307 2102

eval 307 2084

T2 dev 190 2450

eval 179 2180

T3 dev 155 1026

eval 156 1068

Query type denotes the type of queries (All - all queries, T1 - exact, T2 - variant, T3 - reordering/filler),
query set represents the set of queries (dev, eval), # queries stands for the number of queries in each set, and
# hits represents the number of retrieved documents for each set of queries
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The MTWV is defined as the TWV at the optimal decision threshold θopt (i.e. the deci-
sion threshold that leads to the maximum value of TWV given the scores computed by the
system):

MT WV = T WV (θopt ) (26)

The MTWV was computed using the official evaluation tools of SWS 2013 and QUESST
2014. The values of Cf a , Cmiss and Ptarget were fixed in the evaluation protocols and are
equal to 1, 100 and 0.00015, respectively, for SWS 2013 and to 1, 100 and 0.0008, respec-
tively, for QUESST 2014. It must be noted that, in the SWS 2013 evaluation framework,
since the task consists in finding the exact position of the queries in the documents, the time
interval where the query was detected must overlap the actual position of the hit by at least
50%. In addition to this performance measure, detection error trade-off (DET) curves (plot
of the false alarm and miss probabilities at different decision thresholds) are used to present
the QbESDR and QbESTD results graphically at different operating points.

The computational cost is measured by means of the searching speed factor [47]:

SSF(Q,Ω) = TSearching

TQ · TΩ

(27)

where TSearching is the time in seconds required for searching for the queries in Q within
the set of documents Ω , and TQ and TΩ are the total durations in seconds of the sets of
queries Q and documents Ω , respectively. Given an experiment, its SSF was obtained by
averaging the TSearching observed in ten executions of the experiment on an AMD Ryzen 7
1700X @ 3.4 GHz, 8cores/16threads, 32GB RAM using a single thread.

In this work, Lucene1 was used for indexing and search. It is worth mentioning that
the practical implementation of (12) was done by indexing a concatenation of the different
transcription hypotheses separated by a non-valid term (i.e. a term that will never be present
in any query). For n-grams with n > 1, this results in some additional terms that can slightly
change the total term counts of the document.

6 Experimental results

This section describes the experimental results obtained in a series of experiments. First,
Dirichlet and Jelinek-Mercer smoothing strategies of the probabilistic retrieval model are
evaluated. Afterwards, the improvements presented in Section 3 are assessed. Finally, these
strategies are compared with DTW-based systems for QbESDR and QbESTD in terms of
performance and search time.

A phone decoder was employed to obtain the phone transcriptions used in these exper-
iments. Specifically, the phone decoder developed by the Brno University of Technology
(BUT) [53] was used, since it is widely used in the search on speech task, and its public
availability allows the reproducibility of the results presented in this paper. The decoder has
a hybrid HMM/DNN architecture that uses temporal patterns (TRAPs) for feature repre-
sentation, leading to speech frames of 25 ms extracted every 10 ms, as described in detail
in [53]. Otherwise stated, Czech (CZ) models were used for decoding, since they exhib-
ited better results in previous work [23], although some experiments were also run using
the Hungarian (HU) decoder in order to evaluate whether the improvements achieved with
the proposed strategies are consistent when using different phone decoders. Both models,

1http://lucene.apache.org
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provided with the decoding toolkit, were trained on SpeechDat-E databases.2,3 This led to
models of 45 and 61 phone units for CZ and HU, respectively, since those are the units
present in the training databases.

The aforementioned models for phone decoding include several silence and noise units to
model sounds other than phone units. In these experiments, these silence/noise units where
combined into a single unit. Silence/noise occurrences were removed from the queries, since
they mostly occurred at the beginning and end of these utterances, so their presence was
negligible. Nevertheless, they were kept in the documents, since they are helpful for split-
ting the documents into sentences so, in this case, these units help to avoid mixing phones
from different sentences within the same phone n-gram. The phone decoder is also used to
obtain the phone posteriorgrams used in the DTW-system: in this case, first the posterior
probabilities of the silence and noise units were averaged and, in case the posterior prob-
ability of this unit was greater than all those corresponding to phone units, the frame was
considered as silence/noise and subsequently removed, as done in [48].

6.1 Tuning of system parameters

The system proposed in Section 2 has several tuning parameters, namely the number of
query hypotheses n

Q
hyp, and the minimum and maximum size of the n-grams minngram and

maxngram. The values tuned for the VSM approach proposed in [23] were adopted in this

work to ease system tuning. Specifically, minngram = 1, maxngram = 5 and n
Q
hyp = 150.

First, the behavior of the LM retrieval approach when using Dirichlet and Jelinek-Mercer
smoothing strategies was evaluated on the dev queries of QUESST 2014 and SWS 2013
datasets. As shown in Fig. 2, the best results were achieved with the Jelinek Mercer smooth-
ing strategy (λ = 0.1) in both experimental frameworks. It can be noted that, contrarily to
the results for text retrieval with long queries reported in [67], the optimal smoothing param-
eter of both strategies is rather low. This is due to a smaller probability of having unseen
terms (i.e. terms with P(qi |D) = 0). Nevertheless, applying smoothing is necessary: in fact,
running the same experiment without smoothing (i.e. λ = 0) led to an MTWV of 0.0518
for QUESST 2014 dev queries.

6.2 Evaluation of the proposed approaches

After selecting the most suitable smoothing function, the proposed strategies for improved
LM-based QbESDR were assessed. For this purpose, five different systems were compared:

– baseline: the basic VSM-based strategy presented in [23].
– LM: LM-based system with no improvements (i.e. the system described in Section 2).
– MED: LM system combined with the MED-based re-ranking strategy.
– n-best: LM system with improved LMs using several document transcription hypothe-

ses.
– n-best+MED: LM system featuring both improvements.

The MED system has no tuning parameters but, in the case of the n-best system, the
number of document hypotheses had to be tuned. Hence, experiments using different num-
bers of phone transcription hypotheses of the documents were carried out. Figure 3 shows

2http://www.fee.vutbr.cz/SPEECHDAT-E/sample/czech.html
3http://www.fee.vutbr.cz/SPEECHDAT-E/sample/hungarian.html
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Fig. 2 MTWV obtained with Jelinek-Mercer and Dirichlet smoothing strategies dependent on parameters λ

and μ, respectively. These results were computed on the dev queries of QUESST 2014 (top) and SWS 2013
(bottom) using the CZ phone decoder

that, in the dev experiment of QUESST 2014, the best performance is achieved with 200
document hypotheses, and adding more hypotheses leads to a degradation in system per-
formance for all types of queries. The best results for SWS 2013 were achieved using 300
document hypotheses, but the experiment was not run with more hypotheses since the dif-
ference in performance achieved by increasing nD

hyp is too small. Hence, from now on, 200
document hypotheses were used in all the experiments.

After parameter tuning, the validity of the proposed strategies was assessed on the eval
queries of QUESST 2014 and SWS 2013. In these experiments, only the top 1000 doc-
uments retrieved for each query are considered for scoring, as it is commonly done in
information retrieval strategies where a ranking of the documents is produced. In this way,
when using the MED strategy, the number of string alignments is limited to 1000 per query:
this avoids re-ranking documents with low scores and, therefore, increasing the efficiency
of this strategy.
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Fig. 3 MTWV for All, T1, T2 and T3 queries of QUESST 2014 dependent on the number of phone tran-
scription hypotheses used in indexing. These results were computed on the dev queries of QUESST 2014
using the CZ phone decoder using Jelinek-Mercer smoothing with λ = 0.1

The MTWV of the five systems, using CZ and HU decoders, are presented in Table 5.
This table shows that, for all the experiments in the two datasets, the three improved
strategies outperformed the baseline and LM results. Compared to the LM system, the n-
best+MED approach led to relative improvements between 34% and 54% (0.03 and 0.06
absolute) depending on the dataset and the phone decoder. The DET curves presented in
Fig. 4 further validate the results displayed in Table 5 since they show that the proposed
approaches outperform the baseline and LM systems at almost all the operating points.

Table 5 MTWV for All, T1, T2 and T3 eval queries of QUESST 2014 when using the baseline, LM, n-best,
MED and n-best+MED systems

QUESST 2014 SWS2013

Decoder System All T1 T2 T3 T1

CZ Baseline 0.1723 0.2569 0.1325 0.1448 0.0917

LM 0.1697 0.2518 0.1349 0.1473 0.0904

n-best 0.1963† 0.2889† 0.1571† 0.1648† 0.1017

MED 0.1937† 0.2888† 0.1647† 0.1507 0.1139†

n-best+MED 0.2314† 0.3386† 0.1888† 0.1753† 0.1324†

HU Baseline 0.1126 0.1593 0.0871 0.1154 0.0722

LM 0.1140 0.1656 0.0898 0.1136 0.0725

n-best 0.1365† 0.1924† 0.1047† 0.1275 0.0810

MED 0.1414† 0.2061† 0.1156† 0.1258 0.0919†

n-best+MED 0.1654† 0.2384† 0.1255† 0.1417† 0.1110†

These results where computed using the CZ and HU phone decoders. LM-based systems feature Jelinek-
Mercer smoothing with λ = 0.1 and nD

hyp = 200. Results with superindex † show a statistically significant
improvement over the baseline system. Statistical significance was computed based on a t-test (p < 0.05)
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Fig. 4 DET curves obtained from the eval queries of QUESST 2014 (left) and SWS 2013 (right) with the
LM, n-best, MED and n-best+MED strategies using the CZ phone decoder. The DET curve of a DTW-based
system is shown for comparison

6.3 Comparison with a DTW-based approach

Table 6 shows a comparison of the n-best+MED system with another based on DTW search
on phone posteriorgrams. The table shows that, on the eval experiment of QUESST 2014
with the CZ decoder, the difference between the LM and DTW systems is not statistically
significant. DTW outperforms the n-best+MED strategy for queries of type T1, there is
no statistically significant difference for queries of type T2, and the n-best+MED system
achieves a clearly better performance for queries of type T3. This behavior is similar for
HU decoder but, in this case, there is a statistically significant difference between DTW and
n-best+MED for All queries.

For SWS 2013 dataset, the performance of the n-best+MED strategy is still far from that
achieved with DTW. This result was expected since all the queries in this dataset are of type
T1, and DTW was also superior to n-best+MED for this type of queries in QUESST 2014.
DTW performance in SWS 2013 is worse than that achieved for T1 queries in QUESST
2014, which is probably due to the fact that the queries are, in general, much shorter than
in QUESST 2014, as suggested by Table 3 (average phone duration of the queries are 7.82

Table 6 MTWV for All, T1, T2 and T3 eval queries of QUESST 2014 and SWS 2013 when using the
n-best+MED system and a DTW-based strategy

QUESST 2014 SWS2013

Decoder System All T1 T2 T3 T1

CZ DTW 0.2603 0.4344† 0.1905 0.0674 0.2081

LM, n-best+MED 0.2314 0.3386 0.1888 0.1753† 0.1324

HU DTW 0.2260† 0.3749† 0.1691 0.0541 0.2479

LM, n-best+MED 0.1654 0.2384 0.1255 0.1417† 0.1110

These results were computed using the CZ and HU phone decoders. n-best+MED features Jelinek-Mercer
smoothing with λ = 0.1 and nD

hyp = 200. Results with superindex † show a statistically significant difference
between DTW and n-best+MED systems. Statistical significance was computed based on a t-test (p < 0.05)
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Table 7 Searching speed factor
(SSF) of LM, n-best, MED and
n-best+MED strategies

System SSF

LM 6.40 · 10−6

n-best 6.34 · 10−6

MED 7.25 · 10−6

n-best+MED 1.59 · 10−5

DTW 4.00 · 10−2

The SSF of a DTW-based system
is shown for comparison. All the
search times were measured on
the eval experiment of QUESST
2014

and 13.68 phones in SWS2013 and QUESST 2014, respectively). In addition, since in SWS
2013 the queries are cut from longer recordings, they do not usually include silence frames
at the beginning and the end of the queries, which sometimes causes the deletion of the first
and/or last phones.

The DET plots in Fig. 4 show that, in general, the performance of DTW is superior to
that of the n-best+MED system, but this difference is small in QUESST 2014 dataset, where
both systems exhibit almost the same performance for some operating points.

The SSF of the DTW-based system and the proposed approaches is displayed in Table 7.
The n-best+MED strategy, which was the top-performing of the proposed ones, is slightly
slower than LM, MED and n-best, as expected. Nevertheless, its SSF is three orders of
magnitude smaller than that of the DTW-based system. This means that the n-best+MED
approach for LM-based QbESDR achieved a performance that is not significantly different
from that of the DTW-based system, and its search time is reduced to a great extent.

7 Conclusions and future work

This paper presented an approach for QbESDR based on probabilistic retrieval models.
In this system, the documents were represented by means of language models, and the
query likelihood retrieval model was used to obtain a score for each query-document pair. In
addition, two strategies were presented in this paper to enhance the performance of the LM-
based probabilistic strategy. Multiple transcription hypotheses for each document were used
to obtain improved LMs for document representation. In addition, since the information
retrieval model used in this system does not take positional information into account, a re-
ranking of the retrieved documents was done by penalizing the scores in function of the
minimum edit distance obtained by automatically aligning the query and document phone
transcriptions. The latter approach allowed the implementation of a QbESTD system, since
the query-document alignment makes it possible to retrieve the start and end times of a
match within a document.

The proposed strategy for QbESDR and QbESTD was assessed in the framework of
MediaEval 2013 Spoken Web Search (SWS 2013) and MediaEval 2014 Query-by-Example
Search on Speech (QUESST 2014) evaluations, and the experimental validation showed that
the proposed approaches for enhanced document language models and for incorporating
positional information led to a huge improvement in performance in both tasks. In addition,
the performance achieved in QUESST 2014 for queries with word reorderings was superior
to that of a state-of-art DTW-based system, and there was not a statistically significant
difference when dealing with queries with lexical variations. In addition, the search time of
the proposed approach, compared to that of the DTW-based strategy, was smaller by several
orders of magnitude. The performance exhibited in SWS 2013 dataset was not so close to
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that of the DTW-based approach: this is coherent with the results exhibited for exact queries
in QUESST 2014, as all the queries are of this type in SWS 2013. In general, performance
with all the assessed systems was poorer in SWS 2013, probably because the queries were
significantly shorter in this experimental framework. Hence, strategies to improve the results
for short queries will be explored in the future.

The strategy proposed in this paper to incorporate positional information consists in
re-ranking the documents according to their minimum edit distance. It is also possible to
incorporate positional information in the language model as proposed in [28], where higher
scores are given to those documents where the matched query terms occur close to each
other. The idea behind positional language models consists in considering that a term at
a position can propagate its occurrence to other nearby positions according to a given
probability density function. This implies computing the propagation of each query term
occurrence to nearby terms in the documents, which increases the query processing time to
a great extent. In future work, efficient strategies to apply this idea to the QbESDR task will
be investigated.

In the system described in this paper, the language model of the document collection
is obtained from automatic phone transcriptions of all these documents, as usually done
in information retrieval. The experimental frameworks used in this work are multilingual,
which leads to consider the possibility of using language-dependent collection models.
Hence, in future work, automatic techniques for incorporating language information to
the proposed QbESDR system will be assessed in order to obtain more suitable language
models and to reduce the document space in the search stage.
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55. Szöke I, Burget L, Grézl F, Ondel L (2013) BUT SWS 2013 - massive parallel approach. In: Proceedings
of the MediaEval 2013 workshop
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