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Abstract

Visual hashing-based or fingerprinting-based video copy detection approach has been
adopted numerously by the video search community due to significant escalation of manip-
ulated copies of original videos over the Internet. Most of the existing video copy detection
approaches are robust against the content-preserving distortions such as brightness enhance-
ment and compression, but less robust against the geometric distortions such as rotation and
scaling. To mitigate the problem of computation overhead is still challenging in video copy
detection. Moreover, there exist a trade-off between discriminability and robustness properties
in most of the existing copy detection approaches. In this paper, an effective and fast video
copy detection method is presented by exploiting both spatial-temporal information to tackle
the above-mentioned challenges. The novelty of proposed method lies in reducing the
computation overhead by generating an intermediate candidate database that are similar to
the query video using ring-based Ordinal Measure (OM). Then, distinct visual features based
on Histogram of Oriented Gradient (HOG) and Singular Value Decomposition (SVD) are
extracted from each key-frame of every scenes of the videos of an intermediate candidate
database and a query video for copy detection. To avoid the creation of redundant key-frames,
the video frames are grouped into different scenes based on Discrete Cosine Transform
(DCT). To further preserve the spatial-temporal information, the Temporally Informative
Representative Image (TIRI) is used to generate each key-frame of every scenes of videos.
The experimental result shows that the proposed method is more efficient and robust against
various distortions which outperforms the state-of-the-art copy detection approaches.
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1 Introduction

Fostered by the perpetual evolution of Internet technology and the prevalence of digital
products in the recent years, online activities related to videos such as uploading, downloading,
modifying and viewing have attained notable swell of attention [31]. Since video content can
be easily manipulated, disseminated and edited via the Internet, the escalation of video copies
has become a critical issue. Moreover, it has become a critical challenge for the owner of the
commercial video Web servers such as Netflix and YouTube to administer and detect the
gigantic number of videos which are uploaded every day. Therefore, video copy detection
approaches have triggered a significant deal of interest in the multimedia industry and the
research community. Using such an approach, platform providers such as YouTube can delete
similar copies uploaded by users; content owners such as Disney can trace specific videos with
respect to copyright infringements and royalty payments. The original video content can be
transformed by applying certain distortions such as geometric (e.g., scaling, rotation) and
content-preserving (e.g., gamma correction, lossy compression) [36]. Due to the advancement
of video editing apps or software, e.g., iMovie, Final Cut Pro 7 etc. and video navigation
technology, the users can modify the content of a video by editing or combining identical
versions of same video and can find or navigate any sequence of a TV show respectively.
Video copy detection approach is indispensable in many real-time application areas such as
monitoring of real-time TV commercial media content over multi-broadcast channels [24] and
detection of duplicate Web videos [32].

Two main approaches, namely, digital watermarking-based and fingerprinting-based, are
extensively used in video copy detection. Digital watermarking embeds identification codes or
extra information of the content owner in original videos before it is distributed imperceptibly
and can be extracted later to verify the integrity of video content [8]. Watermarking technique
cannot detect contents without watermark such as legacy content which has already been
distributed. On the other hand, the fingerprinting-based technique extracts perceptual features
from the video content which are taken as a unique and compact signature to distinguish
different video contents. The quality of video content is not affected as fingerprinting-based
video copy detection scheme does not embed any extra information in original videos [25].
Moreover, the combination of two techniques can yield detection which is more robust. In this
paper, we focus on the fingerprinting-based video copy detection technique. Figure 1 shows
the general flowchart of video copy detection task and its challenges.

Accomplishing a fast and high detection accuracy is the utmost priority of research in the
field of video copy detection. A good copy detection approach should be high discriminative
as well as more robust against various distortions. It is yet a challenging task to yield more
robustness against geometric distortions (e.g., rotation) as most of the recent state-of-the-art
approaches are able to handle content-preserving distortions (e.g., contrast enhancement) only
with little high accuracy comparably. The prime concerns for fingerprinting-based video copy
detection researchers are, the computation overhead and feature representation for videos. The
feature representation must be compact and robust against diverse video transformations made
by an adversary, which is challenging. Motivated by this, researchers have developed the copy
detection methods which extract the features from spatial-domain [20, 36, 38]. The features
extracted from spatial-domain are classified into two categories as local features [36, 38] and
global features [20, 21]. For instance, spatial-based local features [36] have high discriminative
capability as well as robust against distortions as they extract the features from the Region of
Interest (ROIs) of video frames, but can incur high computational cost if the features are
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Fig. 1 General flowchart to show the task of video copy detection and its challenges

extracted from each frame; spatial-based global features [21] are advantageous for efficient and
fast video copy detection, but have less discriminative capability. Therefore, some researchers
have developed approaches to utilize the properties of both the local and global features [7, 16]
to attain highly discriminative as well as robustness. The main disadvantage with this spatial-
based approach is the ignorance of temporal information which is also an important property of
a video sequence as the motion-based features are represented across time in videos. These
approaches cannot handle the temporal transformations such as frame rate change. So, research
has been developed to consider the temporal information of a video sequence [12, 51, 53] to
solve the issue related with temporal context of the video. This temporal-based approach lacks
in discriminative capability and robustness against spatial based video transformations as it
ignored the spatial information. Moreover, this approach can cause a vital desynchronization
problem between the copy and source video. To overcome the limitations of utilizing
respective spatial-based and temporal-based approach, various spatial-temporal based [34,
40, 56] video copy detection approaches have been developed currently. These approaches
have attained comparatively better performance in video copy detection field. Authors in [26]
have exploited both the spatial and temporal information to achieve better copy detection
result. They have extracted both the local and global features using HOG [45] and OM [21] to
exhibit high discriminative capability as well as robustness. This approach has shown good
performance in object detection and robustness against the content-preserving distortions, but
less robustness against the geometric distortions. Moreover, this approach incurs high com-
putational cost as the features were extracted from each frame of video sequence.

The prime issues related with the existing video copy detection approaches are: (1) They
have focused mainly on attaining high detection accuracy and given less attention to compu-
tational cost which needs to be taken into account for fast and efficient copy detection. (2)
Existence of trade-off between discriminative capability and robustness. Less focus on
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achieving high robustness against the geometric distortions (e.g., rotation). (3) Huge search
time and memory space requirement to search and store the large features extracted from each
video frame in large database. (4) There exists the formation of redundant key-frames in the
key-frame generation process as the key-frames were generated by simply averaging the whole
frames of video sequence. The identification of key-frames to represent the video precisely is
an important issue.

To consider the above-mentioned issues and to facilitate fast and high detection accuracy,
the proposed work focuses on the reduction of computational overhead by generating a
compact and robust signature based on digital fingerprinting technique. The high searching
time requirement in the giant video database and the issue in identifying precise key-frames
that represent the video sequence in which there exists the formation of redundant key-frames
in state-of-the-art approaches has mainly motivated to design the proposed pre-classifier
technique and the generation of key-frames from each distinct scene. The HOG and OM
features descriptor used in [26] is adopted in the proposed work in which they extracted the
features from each video frame which leads to high dimensional feature vector and the
extracted OM feature values from each rectangular block of frames will vary when geometric
distortions specially rotation attack is applied. In the proposed work, the global OM features
are extracted from each ring of video frames so that it can resist rotation attack without varying
the feature values. The local HOG features descriptor is used because of its highly effective-
ness in object detection which are robust against photometric and local geometric transforma-
tions [9, 41]. The global OM features descriptor is used because of its sequence ordering or
ranking property and it has high robustness against content-preserving distortions such as color
shifting and size variation [16, 21]. SVD approach used in [36, 46] is adopted in which they
have utilized it for the dimensional reduction purpose only. But in the proposed work, the
largest singular values (SVs) are extracted directly from each key-frame to utilize its highly
stability properties as the SV do not change when there is a little disturbance or distortions [36,
39].

It is worthwhile to discuss the working mechanism of proposed approach briefly. The video
copy detection framework is designed in such a way that an intermediate candidate database is
generated to alleviate computation overhead, which is the foremost goal of the work. In the
proposed work, firstly, the video frames are partitioned into rings based on masking technique.
Then, the global OM [21] features are generated from each ring of the video frames to resist
any kind of video transformations or distortions such as rotation and scaling. Therefore, these
generated features of reference video database are compared to feature of query video for
similarity measure to create an intermediate candidate database in which only the similar
videos from reference video database compared to query video are stored. Secondly, HOG [45]
and SVD [36, 39] features are generated from each key-frame of every scenes of the videos of
an intermediate candidate database respectively, and compared to the features generated from
each key-frame of a query video for similarity measure. The HOG features are used because of
their high effectiveness in object detection, whereas, SVD features are used because of their
stability and compact energy packing properties. Moreover, SVD features are robust against
variations in the local statistics of a frame image. The first horizontal and vertical coefficients
of DCT [40] are used to group the video frames into different scenes to avoid the formation of
redundant keyframes. Only the similar video frames are grouped into a particular scene. Then,
the key-frames are generated from each scene of videos using the concept called TIRI [34, 48],
which is represented by weighted average of the frames that efficiently represents a short
segment of the video. The number of key-frames generated is equal to the number of scenes.
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Since, video represent motion-based information across time or temporal direction of video
frames, it is requisite to consider the temporal context of a video along with spatial information
which also plays a vital role in copy detection. This is procured by using TIRI which preserves
both the spatial and temporal information of the video frames. In addition to the creation of an
intermediate candidate database, the features extraction from each keyframe of videos helps in
reducing the computation overhead to the large extent as it does not have to process the whole
video frames. The similarity between the videos in an intermediate candidate database and the
query video is computed using Canberra distance metric.

Last but not the least, the proposed method can tackle all the above summarized issues
faced by state-of-the-art approaches because of the following reasons: (1) Consideration of
both the global features which are generated specifically from each ring of the video frames
and local features which are generated from each video key-frame leads to method which is
highly discriminative as well as more robust against various distortions. (2) Features extraction
from each key-frame of the pre-classified intermediate candidate database videos will avoid
extraction of features from large number of dissimilar videos stored in reference video database
unnecessarily. This will lessen the computational cost up to large extent. (3) Avoidance of the
formation of redundant key-frames from each scene of video frame sequence based on TIRI
transform in which different scenes are generated by grouping the similar frames based on the
first horizontal and first vertical coefficients of DCT.

The contributions of this proposed approach are highlighted as follows: (1) A novel
ring decomposition based video copy detection approach is proposed to exhibit high
discriminative capability as well as robustness against any transformations such as
geometric and content preserving distortions. The global OM features extracted from
each ring of the video frames can handle any kind of distortions such as rotation and
scaling attacks made by an adversary to the original video. (2) The proposed method
introduces a novel pre-classifier technique to generate an intermediate candidate database
to reduce the computational cost up to a large extent which will make the approach
faster. Here, the extracted global OM features of reference video database are compared
to the OM feature of query video for similarity matching to generate an intermediate
candidate database in which only the similar videos from reference video database
compared to query video are pre-classified or stored for further processing. Further, the
local HOG and SVD features are extracted from each key-frame of this pre-classified
intermediate candidate database videos which will avoid extraction of features from large
number of dissimilar videos stored in reference video database unnecessarily. Thus, this
technique helps in reducing storage requirement as well as computational cost. (3) The
proposed approach introduces the creation of different scenes by grouping the similar
video frames based on the first horizontal and vertical coefficients of DCT and then TIRI
transform technique is applied on each scene to generate key-frames. This process of
key-frame generation will highly avoid the creation of redundant key-frames and the use
of TIRI will preserve both the spatial as well as temporal information. This technique of
feature extraction from each key-frame will also contribute in reducing computational
cost as it does not have to process the whole video frames. (4) The proposed approach
utilizes the highly stable local SVD features which are extracted directly from each key-
frame of video sequence to resist local statistic variations rather than utilizing only for
dimensional reduction purpose as in state-of-the-art approaches. (5) Experimental results
are analysed using the TRECVID 2010 dataset [1] and the results shows that the
proposed approach outperforms the state-of-the-art approaches.
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The remaining of this paper is categorized as follows. Section 2 briefly summarizes related
works. Section 3 illustrates the proposed method. Experimental results are discussed in section
4. Section 5 discusses about the work done. Section 6 concludes the presentation.

2 Related works

In this section, related topics are reviewed briefly: (1) spatial-based feature representation, (2)
temporal-based feature representation, (3) spatial-temporal-based feature representation, (4)
deep learning based video analysis, (5) long short-term memory based video analysis.

2.1 Spatial-based feature representation

The exponential growth of video piracy or copyright infringement issues caused by an
adversary by manipulating the original videos has triggered the development of copyright
detection techniques. Several spatial-based feature representation methods such as extraction
of interest points from each keyframe [36] and from region of interest (ROIs) [27] have been
exploited by researchers in the state-of-the-art to cop up the issues and problems related with
the video copy detection. In spatial-based representation, the features are extracted either from
every frame or from each key-frame of videos. It has the ability to locate the salient region of
interest points either locally or globally in its spatial space. Typically, the methods can be
categorized based on two distinct feature representations in spatial space, namely, local-feature
and global-feature respectively. The authors in [36] used a local feature descriptor called scale-
invariant feature transform (SIFT) to extract the invariant key points from each key-frame
which was selected from video frame sequence. There exists the creation of redundant key-
frames and the SIFT feature descriptor is partially invariant to affine transformation as well as
illumination changes. The authors in [38] proposed the Speeded Up Robust Features (SURF)
and oriented FAST rotated BRIEF (ORB) method to extract the local features. Li et al. [27]
used Fast Retina Keypoint (FREAK) method to extract the interest points from ROIs of video
frames. Zhang et al. [58] proposed a method to extract the local features from video frames
based on SURF [38] for copy detection. These methods have high discriminative capability,
but incurs high computation overhead by occupying large memory space for each interest
points. Moreover, they are less robust against the global changes. On the other hand, the
method proposed in [20] extracts the global features from every rings of each frame image
based on binarized statistical image features (BSIF) in addition to invariant color descriptor
(ICD). Hua et al. [21] proposed a copy detection method in which the OM feature (global
feature) was generated from every blocks of each video frame in which each block was sorted
based on their average gray (ranking) level. Himeur and Sadi [19] used BSIF [20] and local
color descriptor descriptor (LCD) to generate the global features. The chance of redundant
key-frames generation is very high. These methods based on global-feature representation
have less discriminative capability and less sensitive to local changes which is its demerits. To
improve the performance and to mitigate the demerits of using respective local-features and
global-features based methods, several researchers have proposed the methods that combined
both local and global features. The authors in [10, 16] proposed a method to integrate both the
local and global features for video copy detection. However, they also incur high computation
overhead. Moreover, all these methods focus only on spatial-based features representation and
is not robust against the temporal-based video transformations such as frame rate change
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which needs to be enhanced. In contrast, the proposed work mainly focuses on reducing the
computation overhead and exploiting both the spatial and temporal information in video copy
detection.

2.2 Temporal-based feature representation

Since video represent the motion-based features across time or temporal direction typi-
cally, several state-of-the-art methods focused on considering the temporal-based feature
representation. For example, Wang et al. [51] introduced a method in which temporal
context of key-frames of videos was demonstrated as binary codes. Here, the binary code
which represents temporal context of center key-frame was generated by clustering the
surrounding frames of each key-frame of a video into two distinct groups based on their
temporal relationship with center key-frame. Chen and Stentiford [5] introduced a
temporal-based method which extracts the visual features between two consecutive video
frames in the time axis or temporal direction for video copy detection. Wu et al. [54]
extracted the anchor frames which represent video temporal structure (feature) using
Cumulative Luminance Histogram Difference (CLHD) and the statistics gathered in a
local window along with adaptive threshold after the temporal subsampling of video
frames. Tasdemir and Cetin [47] proposed Mean of the Magnitudes of Motion Vectors
(MMMYV) and Mean of the Phase Angles of Motion Vectors (MPMV) methods to generate
the motion vector along the temporal direction of a video. However, all these methods can
cause a vital desynchronization problem between the copy and source video. Moreover, all
these methods for copy detection has ignored the importance of spatial information and
hence, it is not robust against the spatial video transformations such as brightness
enhancement and rotation. These temporal based approaches are applicable only with
long duration videos and are not feasible with short duration videos [35].

2.3 Spatial-temporal-based feature representation

To overcome the problems and issues facing by respective spatial-based and temporal-
based features representation methods, several research works are focusing on combining
both the spatial and temporal information of a video. Yuan et al. [56] introduced Shearlet-
based Video Fingerprint (SBVF) method which was applied on TIRI that represent a short
segment of video and preserves spatial and temporal information about video segment.
The creation of redundant key-frames is the main demerit with this method and the method
is less robust against the geometric distortions. Boukhari and Serir [2] also adopted the
TIRI concept for generating key-frames in which the Weber Binarized Statistical Image
Features (WBSIF) was applied to extract local textural descriptors for video copy detec-
tion. The main loop hole with these methods is the creation of redundant key-frames as the
key-frames were generated by simply averaging the whole video frames. This method used
only the global features which is less discriminative and ignored the importance of local
features. Chen and Chiu [4] proposed a video copy detection method which used not only
spatial interest points but also temporal interest points along the temporal direction of a
video frames. This method incurs huge computational cost as the features were extracted
from each video frame. Nie et al. [37] proposed a high order tensor-model based projection
method which exhibits assistance and consensus among distinct features to exploit the
spatial-temporal information. High computational cost is the main drawback of this
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method and is unable to handle the video with complex scenes. Lee et al. [26] proposed a
video copy detection method in which histogram of oriented gradient (HOG) and ordinal
measure (OM) descriptors were used to generate the compact features. The features were
extracted from each frame which leads to high dimensional feature vector and the
generated OM feature values from each rectangular block of frames cannot resist geomet-
ric distortions specially rotation attack. All these methods generate high dimensional
feature vector representations which leads to computation overhead and the generation
of redundant key-frames is the main demerits with all these methods. Moreover, robust-
ness against certain distortions such as geometric distortions (e.g., rotation, scaling, frame
dropping) by these state-of-the-art methods are not up to the peak point which needs to be
improved further. Hence, the proposed work considered all these issues to enhance the
efficiency and robustness of video copy detection.

2.4 Deep learning based video analysis

The exponential growth of gigantic multimedia database due to the advancement of
video sharing Internet technology has triggered the study of deep learning for video
analysis recently. The deep learning approaches have been utilized by researchers in
video analysis in which most of the approaches focused on action recognition [22, 42],
video retrieval [17, 30, 44], and video captioning [15, 43]. The authors in [22] exploited
convolutional neural network (CNN) based approach for action recognition in which
deep architecture with 2D convolutions were used to extract features from frames
without considering temporal model. The deep CNN was trained by structuring a
large-scale Sports-1 M dataset. To consider the temporal modelling, two-stream based
CNN approach was introduced by authors in [42] where the CNN was applied on pre-
trained optical flow features. 3D CNN was utilized by authors in [49] to exploit both the
spatial and temporal model within deep architecture in which they have shown good
result by training on Sports-1 M dataset. This model is not feasible for long range
temporal modelling. Multi-size training and long-range temporal modelling is not sup-
ported by 3D convNets [52]. To achieve an efficient video searching in large database,
Liong et al. [30] proposed a deep video hashing (DVH) in which they built an end-to-end
deep CNN learning model which exploited spatial-temporal information after the stacked
convolutional pooling layers to yield compact binary values or codes. The model was
trained with a Siamese network discriminatively. Hao et al. [17] introduced a video
search approach in which stochastic multi-view hashing (SMVH) [18] was extended to
unsupervised hashing through student t-distribution matching scheme called t-USMVH
and its deep hashing extension through neural network, so called t-UDH. Song et al. [44]
proposed a self-supervised video hashing (SSVH) in which end-to-end hierarchical
binary auto encoder and neighbourhood structure were used to encode temporal and
visual information simultaneously. To improve the work done in [43] for video
captioning, Gao et al. [15] proposed a unified encoder-decoder model called hierarchical
Long Short-Term Memory (LSTM) with adaptive attention in which 2D CNN was used
to extract frame-level features initially. Next, hierarchical LSTMs consisting of two
layers were integrated to decode visual and semantic information to create video caption.
Zhang et al. [59] used deep CNN features and graph-based segment matching technique
for copy detection. Li et al. [29] utilized two-class 3D _CNN classifiers for copy
detection. All of these discussed approaches require pre-defined or fixed size input as
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well as fixed length input. It requires a huge database storage for pre-trained known
dataset as it increases when the network size increases.

2.5 Long short-term memory based video analysis

Since temporal information in video is indispensable for content analysis [52], Long
Short-Term Memory (LSTM) network was proposed by Ng et al. [57] for video
classification in which both the visual and temporal information were exploited. They
introduced distinct feature fusion approaches after stacked convolution and the pooling
layers, and five stacked LSTM layers networks was investigated for video classifica-
tion. Wang et al. [52] proposed a method for action recognition in which they shown
that two-stream 3D convNets fusion framework can handle the input of variable size
and length which outperformed conventional 3D convNets [49]. They used spatial-
temporal pyramid pooling (STPP) to encode video clips or learn fixed length descrip-
tions from arbitrary sized video clip or shot initially. Then, LSTM or CNN-E model
was trained on these time varying descriptions to recognize the action. Both the
appearance and optical flow clips as input can be trained by this model. This recent
development of LSTM networks and because of its effectiveness in sequence learning,
LSTM networks are adopted by researchers in other research areas such as natural
language processing [3, 28] and video captioning [14, 15, 43]. Lianli et al. [14]
proposed an attention-based LSTM approach to bridge the semantic gap between
video contents and corresponding language context. Here, attention mechanism uti-
lized the dynamic weighted sum of local 2D CNN to capture the salient features at
frame level initially, and then LSTM decoder learnt these features to generate repre-
sentative words. Finally, the cross-view model was exploited to preserve the consis-
tency between visual contents and the generated language context.

The common limitations of state-of-the-art approaches are: (1) redundant key-frames gen-
eration by simply averaging the whole video frames, (2) high dimensional feature vector
generation by extracting features from each video frame which leads to high computational
cost, (3) less robustness against the geometric distortions, (4) high searching time requirement
and (5) existence of trade-off between discriminative capability and robustness. The superior-
ities of the proposed approach are: (1) scene generation based on the first horizontal and vertical
coefficients of DCT leads to formation of key-frames which will represent the video more
precisely, (2) extraction of features from each key-frame reduces the computational cost, (3) the
extraction of global OM features from each ring of video frame makes the method more robust
against the geometric distortions specially rotation attack, (4) the use of pre-classifier technique
to generate intermediate candidate database makes the method more faster and efficient by
reducing the searching time, (5) the exploitation of both local and global features makes the
method highly discriminative as well as robustness against distortions and (6) the use of TIRI
transform technique preserves both the spatial and temporal information. Choosing a good copy
detection approach mainly depends on what we are focusing for and where we are focusing it.

3 Proposed method

The main objective of the proposed method is to reduce the computational overhead and
achieve efficient video copy detection to overcome the limitations of state-of-the-art video
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Fig. 2 Block diagram of the proposed video copy detection method

copy detection methods. Figure 2 depicts the basic steps of the proposed video copy detection
method.

3.1 Pre-processing

In the initial step, the input sequence of a video is converted to a standard signal in terms of the
number of frames or frame dimensions via resampling and smoothing. The input video sequence
is resampled at fixed frame-rate R frames per second (fps) to handle frame rate change. Then,
each frame is downsized into fixed dimensions to normalize the width and height into fixed
values w and h respectively. This step strengthens the robustness of proposed method against
frame resizing as different videos may have different frame size. In the next step, each frame is
transformed to grayscale so that the proposed method become robust against color variations and
also applicable to grayscale videos. Then, Gaussian low-pass filter is applied to each resized
video frame image. This operation reduces the high-frequency components that is easily
influenced by minor transformations, e.g., filtering and noise contamination. Generally, sym-
metric convolution mask can be used for this purpose. Let E©(/, k) be the pixel element in the
row and k” column of the mask, where / and & are the distances from the origin in x-axis and y-
axis of the frame image respectively. Thus, it can be represented as follows.

EV (1L k)

@) =L k)
FEH SSEV (1K)

(1)

in which E([, k) is presented as
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Fig. 3 Schematic representation of
ring partition of a frame image
based on masking

—(P+42)

EV(L k) =e (2)

where, o is the standard deviation of Gaussian distribution.
3.2 Ring partition

To make the proposed method invariant against rotation attack, each pre-processed frame image is
partitioned into equal rings based on masking technique. Generally, this concept was used for
image hashing in [23], in which a raw image was partitioned into equal rings based on masking.
Since, it has good rotation invariant property, this concept is adopted in the proposed method. The
region in the inscribed circle of a frame image remains same even after rotation operation as the
frame image generally rotates with respect to the center of frame image. Thus, the information in
the rings of the original video frame and rotated video frame image does not change. This property
strengthens the robustness of the proposed method against rotation attack by extracting salient
features from each ring of the frame image. An illustrative partition with four rings is shown in

Fig. 4 Visual representation of generating the ring frame image based on masking a Video frame image b Mask
1 ¢ Mask 2 d Mask 3 e Mask 4 f Ring-1 frame image g Ring-2 frame image h Ring-3 frame image i Ring-4 frame
image
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Fig. 3. The masking technique has been used to generate the secondary ring frame image using
convolution operation. The pixels whose distances with respect to the center coordinate pixel of
the frame image are less than or lies within the range of radius of a particular concentric circle are
masked with value 1 (white), while other pixels of the frame image are masked with value 0
(black) which does not lie within the range of radius of a particular concentric circle. The Fig. 4a-i
depicts the visual representation of generating the ring frame image based on masking technique.
The idea behind the consideration of four equal ring partitions is to generate the low dimensional
feature vector. As the number of rings increases the dimension of feature vector increases.
However, consideration of rings less than four will result in loss of information. So, the proposed
method adopted the standard four equal ring partitions to mitigate computation overhead. This
technique overcomes the limitations of traditional block-based partition of the frames as block
partition is not good enough to resist the geometrical attacks such as resizing and rotation, since
block size as well as contents of block can get changed with a small angle orientation [20]. The
algorithm 1 illustrates the implementation details.

Algorithm 1. Pseudocode of ring partition based on masking technique

Input: The number of video frames, K
Output: The secondary ring frame image, S;
1. An arbitrary size of K is converted to a standard size of W X W using bilinear interpolation
2. Each frame K is converted to grayscale form
3 Initialise N = 4. R L - XC=§+O.5, YC=§+O.5; if L is even

- mitiaze R =5 e e) Dy, =8 if L is odd
where, N is the number of rings, Ry is the radius of rings, (X,, Y.) is the center of the frame image K
4. A; =nR} // Area of the inscribed circle of frame image
5. A. = |A;/N| /I Area of each concentric circle of frame image
6. R, A./m // Radius of the first ring
7. fori=2toN—1 do
8
9
1

R; =+/(A. + mR%,)/m // To determine the radius of the i** ring

. end for

0. Fori=1to N do
(L, Dyy <R;

. Mi_{O, Dxy > R;

where, Dyy = /(X —X.)2 + (Y — Y,)? //Mask M; of the radius R; is created with dimension W x W
12. end for
13. S; = M; * K // Convolution of mask M; with video frames K of size W X W to generate ring frame image
Si

3.3 Feature extraction 1

In the first stage of feature extraction, global ordinal-measure [21, 26] feature representation is
used to generate the feature vector from each ring of every frames of the whole video
sequence. This OM feature preserves both the spatial-temporal information which is robust
against color shifting and size variation. Further, to improve the robustness of the proposed
method against rotation attack, the feature vector is extracted from each ring of every frames.
The extracted feature information will still remain same even after the frame is rotated. Here,
the feature vector is extracted from four equal rings of every frames by computing the means
of every sub-rings. Then, these 4 mean intensities are sorted based on their ranking to get the
ordinal information. The result of each possible combination of ordinal measure can be treated
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Video ring frame sequence
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Each ring is sorted based on the ranking of their mean intensities

Fig. 5. Pictorial representation of ordinal pattern distribution histogram (OH) generation

as a distinct pattern, and then each frame will be quantized to a pattern code. The Ordinal
Histogram (OH) is generated by accumulating all the patterns along the temporal axis.
Therefore, OH of 24 (4! =24) dimension is generated that represent the video segment
compactly. For instance, let N, be the number of rings of each frame of video sequence. The
OM feature is extracted from all the N, rings of each frame, and then each ring is sorted
according to their mean intensities or average gray level based on ranking. The OM O,,(¢) of
the # frame is described as follows:

Om(t) = (RO’RI’“-:RNr) (3)

where Ry, is the rank of the & ring. Figure 5 illustrates the generation of OH. Table 1 shows
each possible combination of pattern code for generating OH of 24 dimensions (4! =24).

3.4 Hash code generation

The compact hash code is generated from ordinal pattern distribution histogram (OH) of video
sequences. Here, the length of hash code will always range up to 24 as size of the pattern code
generated based on OM feature extraction technique. Generally, the purpose of using hash
code of fixed length is to reduce the computation overhead.

3.5 Pre-classifier

The main novelty of the proposed method lies in the use of pre-classifier which is used to
construct an intermediate candidate database. In this step, the generated compact hash code of
query video and the reference database videos are compared for similarity using Canberra
distance metric. The basic idea is that, if the distance is less than a pre-defined threshold value,
then the video is considered as similar and vice-versa. Only the similar videos are retrieved

Table 1 Pattern code table for generation of ordinal histogram (OH) of size 24 (4!)

Pattern code 1234567 89 1011 12 13 14 15 16 17 18 19 20 21 22 23 24

Ordinal l11 11112222 2 2 3 3 3 3 3 3 4 4 4 4 4 4
pattern 2233441133 4 4 1 1 2 2 4 41 1 2 2 3 3
3424233414 1 3 2 41 4 1 2 2 3 1 3 1 2
4342324341 3 1 4 2 4 1 2 1 3 2 3 1 21
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from the reference video database and stored in a newly constructed intermediate candidate
video database. All the subsequent processing will now be done on the videos of an
intermediate candidate database rather than processing on the whole reference database videos
unnecessarily. This technique will help in reducing the computation time up to large extent and
thus, will enhance the overall performance of the proposed method compared to state-of-the-
art methods. The Canberra distance metric between two hash codes Hcl and Hc2 of length T'is
describe as follows:

T |HCli*HC2,'|

diS(HCl,ch) = Zi:l m
1 1

(4)
in which, the resultant distance will always range between 0 to 1.

For setting the above-mentioned threshold value to pre-classify only similar videos of the
reference database to an intermediate candidate database with respect to the query video, the
intra-hash and inter-hash distance between perceptually similar and dissimilar videos are
calculated using the same Canberra distance metric based on the OH respectively. Initially,
only five videos are selected from the database for this evaluation. The details about the
collection of videos from the dataset and the attacks that are applied to the original videos for
distance calculation are studied properly in section 3. Figure 6 shows the intra-hash and inter-
hash distance between perceptually similar and dissimilar videos of the database.

It can be observed from Fig. 6 that the maximum intra-hash distance between perceptually
similar videos is 0.25 and the minimum inter-hash distance between perceptually dissimilar
videos is 0.1. If we set the 0.25 as the threshold value, then all the perceptually similar videos
will be pre-classified into an intermediate candidate database but the discriminative capability
will be compromised. That means some dissimilar videos might also be pre-classified. If we
set the mean of the maximum intra-hash distance and minimum inter-hash distance as the
threshold value (i.e., 0.17), then both the robustness between similar videos and discriminative
capability between dissimilar videos will be compromised. That is, all the perceptually similar
videos will not be pre-classified and some of the dissimilar videos might be pre-classified.
Here, to pre-classify all the perceptually similar videos, 0.25 is considered as the threshold
value. Thus, if the distance between hash code of all the original videos in reference database
and the query video is less than 0.25 threshold value, then the corresponding videos will be
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Intra Hash Distance Inter Hash Distance

Fig. 6 Intra-hash and inter-hash distance between perceptually similar and dissimilar videos
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considered as perceptually similar and will be pre-classified into an intermediate candidate
database for further processing.

3.6 Scene formation and key-frame generation

The key-frames are generated using TIRI transform [2, 34] from each scene of video sequence.
This technique calculates the weighted average of all the frames of each scene of the videos to
construct a representative image (key-frame) which is a single blurred image basically. The
purpose of using TIRI transform for the generation of key-frames is to preserve both the spatial
and temporal information as well as to alleviate the computation time by reducing the size of
the feature vector. The proposed method adopted the same TIRI-based key-frames generation
technique as in [2], the only difference is that the proposed method generates the key-frames
from each scene of a video sequence. In other word, the number of generated key-frames is
equal to the number of scenes. Therefore, the key-frames are obtained as follows: let ¥, , , be
the luminance value of the (p, ¢)th pixel of the rth frame in a set of H frames in each scene. The
pixels of key-frames are then generated as a weighted average of the frames as shown below.

’

Y, = z;{{:leYP:qJ (5)

where, w, is the weight corresponding to the rth frame which is describe as follows:

wy,= for simple averaging,
wy=j - for linear weight,

w, = l—e = for Gaussian weight,
w,=y for exponential weight,

where, p, o and +y are constants used in Gaussian weighting and exponential weighting
function respectively. The exponential weighting function with value v=0.6 is used in the
proposed work as according to [2], this exponential weight value could give the optimum
result.

The above-mentioned scenes of video sequence are generated based on the 2D-DCT [6, 34]
transform coefficients. The DCT transform is applied to each frame of the query video as well
as the videos of pre-classified intermediate candidate database. Here, the DCT transform is
applied on overlapping (50% overlap) blocks of size 2u x 2u of each frame of video sequence
to obtain the coefficients or features. Only the first vertical and the first horizontal DCT
coefficients are extracted from every block of each frame as they have the high energy or
information compactness properties. The features of each frame which are generated from each
block are concatenated to obtain a compact feature vector of each frame respectively. Then,
each feature is compared to a specified threshold value, i.e., median value of the feature vector
and the binary hash or fingerprint of each frame is obtained. These generated binary finger-
prints of consecutive frames of a video sequence are then compared for similarity measure to
create the distinct scenes. Here, the same Canberra distance metric in Eq. (4) is used for the
similarity measure. Initially, the first frame of a video is assigned to the first scene. Then, the
fingerprint of second consecutive frame is compared to the fingerprint of first frame in the first
scene. If the distance is within the certain pre-specified threshold value, then the second frame
will be assigned to the first scene, otherwise the frame will be assigned to the newly created
scene or second scene. Likewise, the next consecutive frames are compared to the last frame of
each scene for similarity measure and then assigned to the respective scenes. Only the similar
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Fig. 7 Schematic illustrations of generation of key-frames from each scene of a video sequence

frames are grouped into the particular scene. Hence, this technique of key-frames generation
from each scene of a video sequence will avoid the formation of redundant key-frames.
Moreover, this technique will help in reducing the computation overhead to the large extent.
Figure 7 shows the schematic illustrations of generation process of key-frames from each
scene. The process of generating the key-frames from each scene are summarized as follows:

Let f; , be the frame images at spatial coordinates (s, /) of a video sequence. Firstly, each
video frame is segmented into overlapping blocks of size 2u % 2u as described below:

B'* = {f,,|selu + u, tezu £ u} (6)

where, /€ {0,1,2,3,..., Wu—1};z€{0,1,2,3, ..., Hu—1}. Secondly, the first vertical and
the first horizontal DCT coefficients are extracted from each block of every frames. The first
vertical coefficient «; , can be derived for B’ as:

o, = VIB'<1 (7)

where, V. = [cos(%),cos(lé—iﬂ), ...,COS (%us“)]r and the column vector of all ones is

signified by 1. The first horizontal coefficient 3 , can be derived similarly for B’ < as:
B =1"B"*V, (8)

All the extracted coefficients of each frame are concatenated to generate single vector g of each
frame. Then, the median m, value of each frame is calculated, i.e., the median of the features of
vector g. Next, the binary fingerprint or hash f of each frame is generated from vector g as
follows:

_ la gizmdi
fi= {07 8 < my ®)

This generated binary hash f'of each frame is then compared to create distinct scenes of a video
sequence. Initially, the first frame of a video is assigned to the first scene s1. Subsequently, the
binary hash f of second consecutive frame is compared to the f of the first frame in the first
scene of a video sequence using Eq. (4). If the distance is less than or within the range of pre-
specified threshold value ¢, then the second frame of a video sequence will be assigned to the
first scene s, otherwise, the frame will be assigned to the second scene s, or next consecutive
scene s;. Likewise, all the consecutive frames of a video sequence are compared to the last
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frame of each scene and are assigned to the respective scenes based on the similarity measure.
Lastly, the key-frames k; are generated from each consecutive scene s; of a video sequence
based on the TIRI [2] transform using Eq. (5).

3.7 Feature extraction 2

In the second stage of feature extraction, the HOG [9, 13, 26, 41, 45] and SVD [11, 36, 39, 55]
methods are used for feature representation. Firstly, the same local HOG descriptor used in [9,
41] is adopted for feature extraction which is similar to the Lowe’s SIFT [33, 36] feature
descriptor. The HOG feature descriptor has shown significant performance in object detection
(e.g., human detection) and robustness against the photometric and local geometric transfor-
mations [9]. The HOG features are extracted from each key-frame of a query video and the
videos of pre-classified intermediate candidate database. In brief, the HOG descriptor divides
each key-frame image window into a dense grid of cell (spatial regions), where each cell
contains or accumulates a local histogram of edge orientations and gradient directions over
orientation bins (i.e., 9 bins in 0-180 degrees). The key-frame image gradient magnitude and
the angle are computed at each pixel of the cell, and the votes weighted by the magnitude of
gradient vector are accumulated into the corresponding orientation bin over the pixels of each
uniformly spaced cell. Then, these small cells of each key-frame image are grouped into
distinct larger overlapping blocks of size 16 x 16 of four 8 x 8 pixel cells and a local contrast
normalization process is done on each block to yield better illumination and size invariance.
Therefore, concatenation of the normalized histograms of all the blocks of each key-frame will
give the final histogram feature descriptor of a video sequence. During voting, the Gaussian
mask and the spatial-angular linear interpolation is used for each block to reduce aliasing [9].
For instance, let S be the video sequence with key-frames K(j), where j=1, 2, ..., M, and let
K(), and K(j), be the gradients of the key-frame image K(j) in the u and v directions
respectively. The gradients are computed using 1-dimensional filters and its transpose as
follows:

K(j), =K()*101] (10)

K(j), =K()*-101] (11)

where, * indicates a convolution operation between the key-frames and the filter mask. The
magnitude R and orientation angle 6 of the gradients of each pixel in all the key-frame image

are calculated as follows:
R=\K()); +K(); (12)

0= arctan(K(j)u/K(j)v) (13)

Secondly, the Singular Value Decomposition (SVD) is applied on each key-frame of a query
video and the videos of the pre-classified intermediate candidate database for low-level feature
extraction. SVD is used to diagonalize and decompose matrices optimally in numerical
analysis, which results in maximum signal energy packing into few coefficients. Let Dy ; ,
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be the standard deviations matrices at kth row and /th column in the pth key-frame of a video
sequence. SVD of Dy ; ,, is defined as follows:

Dy, = USVT 1<k<N,1<I<M (14)

where S is the singular diagonal matrix, U and V are the left and right orthogonal matrices
which represent the eigenvector of DDT and DD respectively. The singular values (SVs) of a
diagonal matrix represent the intrinsic algebraic properties and have good stability, that is, SVs
do not change when there is a little disturbance in the key-frame image [11, 39]. The feature
vector or fingerprint f, of the pth key-frame is generated by the largest SV Sy ; , of each matrix
Dy 1, as follows.

fp: I:Sl,l,p’SI,Z_ln...,SN_M‘P:I (15)

The fingerprints f, extracted from consecutive F key-frames are concatenated to generate the
video fingerprint. Finally, the histogram of 32 bin size is generated as the SVD feature vector
or fingerprint of a video.

3.8 Similarity matching

The HOG and SVD feature vector are concatenated together to generate the final feature
vector. The same Canberra distance metric in Eq. (4) is applied to the feature vector or
fingerprint for similarity matching between a query video and the intermediate candidate
database videos. If the distance is less than or within a certain pre-defined threshold value,
then the video will be considered as a copy or pirated version of an original video.

4 Experimental results

In this section, the performance of the proposed method is evaluated using a TRECVID 2010
video dataset [1]. In general, a video copy detection approach should be discriminative for the
distinct videos but robust for the perceptually similar videos under various distortions or
common signal processing transformations. We have selected the 20 original videos of
different sizes and maximum length of 3 min and 33 s from the TRECVID 2010 dataset [1]
for the purpose of performance evaluation. Then, the proposed method is applied to each
original video of the database to generate the fingerprint database. Next, various attacks or

Table 2 Parameter values of each attack

Attack Description Parameter value

Frame Swapping Percentage of frames to be swapped 10, 20, 30, 40, 50

Frame Cropping Percentage of frames to be cropped 10, 20, 30, 40, 50

Impulse Noise Impulse noise ratio 0.05, 0.10, 0.15, 0.20, 0.25
Gaussian Noise Variance 0.01, 0.02, 0.03, 0.04, 0.05
Median Filter Window size 2%2,3%x3,4%x4,5%x5 6%x6
Scaling Scaling factor 2%x2,3%x3,4%x4,5%x5 6x%x6
Rotation Angle in degree -10°, =5°, 5%, 10°, 20°
Blurring Amount of blur (Sigma) 1,2,3,4,5

Sharpening Sharpening value (Alpha) 0.1,0.2,0.3,04, 0.5

Gamma Correction Gamma value 0.6,0.7,0.8,0.9, 1.0
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Fig. 8 Example of attacks: a Original video frame b Impulse noise ¢ Gaussian noise d Blurring e Gamma
correction f Rotation g Sharpening h Scaling

transformations are applied to the original videos in a database to create query or test videos.
Each test video is compared to the original videos in the database for evaluating the efficiency
of the proposed method. Here, ten different attacks with five distinct parameter values are used
namely frame swapping, frame cropping, impulse noise, Gaussian noise, median filter, scaling,
rotation, blurring, sharpening and Gamma correction. Table 2 shows the detailed correspond-
ing parameter values of the attacks. Figure 8 depicts an example of distinct attacks or
transforms used for evaluation to test the performance or efficiency of the proposed video
copy detection method.

4.1 Robustness and discriminative capability testing
4.1.1 Robustness testing

To test the robustness of the proposed method against various attacks, simulations are done on
a small dataset of 5 original videos out of 20 original videos namely Politicallunch,
Misha Williams, Brandon, Cgw_trailer and JesseGriffithsBwplntro collected from TRECVID
2010 dataset [1]. Then, ten different transforms or attacks with five distinct parameter values
which are mentioned above in Table 2 are applied to the sequences of these original videos,
thus resulting in 5 x 10 x 5 =250 distinct test videos in database for testing. These transformed
or test videos are compared to the corresponding original videos in the database. For a method
to be robust, the pairs of videos that is the original videos and their attacked videos should be
perceptually similar. The intra-distances between the fingerprints extracted from the original
videos and the attacked videos are computed using Canberra distance metric (Eq. 4) for
similarity measure. The intra-distance close to 0 indicates that the original videos and their
attacked videos are perceptually similar and vice-versa.

Figure 9 depicts the validation of robustness on five original videos for ten different attacks
with each having five distinct parameter values. The detailed histogram of intra-distance
between the original and their attacked videos is shown in Fig. 10a. In Fig. 9a and 9b, the
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proposed method is showing hundred percent robustness against the frame swapping and
frame cropping attacks with different parameter values of 10-50 respectively, except that the
frame swapping attack shows slight increase in distance for 50 parameter value. In Fig. 9c, the
results of applying impulse noise attack shows that there is a change in distance between the
parameter values 0.15 to 0.25. The distance of Cgw_trailer and JesseGriffithsBwplIntro videos
are much less than 0.20 threshold value for 0.20 and 0.25 noise ratios. Fig. 9d shows the results
of applying Gaussian noise attack on different videos for distinct variance values of 0.01-0.05
respectively in which distance increases with increase in the values of variance, except for
video Brandon whose distance is much lower than 0.20 for 0.04 and 0.05 variance values. The
Fig. 9¢ and 9f shows the results of applying median filter and scaling attacks with window size
and scaling factor of 2—6 respectively. It can be noticed that distance changes slightly in both
the attacks from 4 to 6 window size and scaling factor respectively. But the distance is very less
for video Cgw _trailer for scaling attack in Fig. 9 f. The results of applying rotation attacks for
distinct angles of —10° to 20° in Figure 9 g shows lesser distance in —10° and 10° angles
compared to other angles, except only for video Misha Williams shows an increase in distance
for —10° angle. Figure 9 h depicts the results of applying blurring attack for different Sigma
values of 1-5 in which the distance increases with increase in the Sigma values. The distance is
much less for sigma value of 1. In Figure 9i, the results of applying sharpening attack for
distinct Alpha values of 0.1-0.5 shows that distance for video Cgw _trailer is much less for
Alpha value nearer to 0.1 compared to other videos. Figure 9j depicts the results of applying
the Gamma correction attack for distinct Gamma values of 0.6—1. Here, all of the videos are
showing almost same changes in distance with increase in the Gamma values and are less than
0.20, except for video Cgw_trailer whose distance is much less for 0.7-0.9 Gamma values
compared to other videos. It can be clearly studied from Figure 9 that all of the intra-distances
between the original and their attacked videos lies within the 0.20 value.

4.1.2 Discriminative capability

To test the discriminative capability, the proposed method is applied to various perceptu-
ally distinct videos in the database. Two perceptually distinct videos should not be similar
for a good video copy detection method. The more discriminative capability a method has
the more precisely we can distinguish between perceptually different videos. Here, we
have calculated the inter-distance statistics using the Canberra distance metric (Eq. 4)
between the fingerprints of perceptually distinct videos in the database to demonstrate the
discriminative capability. Figure 10b illustrates the histogram of the frequencies of inter-
distance obtained from pairs of perceptually dissimilar videos. There should be a signif-
icant difference between the minimum inter-distance and maximum intra-distance for the
perceptually distinct videos to be distinguished correctly. The threshold value can be set
within the range of 0.2 (maximum intra-distance) to 0.3 (minimum inter-distance) by
clearly observing the Figure 10 to distinguish between perceptually similar and distinct
videos. It can be noticed that no two different videos will be falsely identified as similar
videos if 0.30 is selected as a threshold value. Here, 0.25 i.e. mean value of the threshold
range is set as the maximum threshold value. The distance values that lies below the
threshold value will be considered as perceptually similar videos and above it is consid-
ered as perceptually distinct videos. It can be analysed that the histogram of intra-distance
lies below the range of threshold value completely whereas the histogram of inter-distance
lies above the threshold range completely.
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Fig. 9 (continued)

Thus, it can be observed from both the Figure 9 and Figure 10 that the proposed method is
robust against various geometrical attacks or transforms under consideration as well as capable
of discriminating or distinguishing perceptually distinct videos.

4.2 Performance evaluation and comparison

4.2.1 Evaluation metric

The performance of video copy detection method is measured by the percentage of how
precisely the pirated version of an original video is detected. Implementation of the proposed
method was run on Matlab R2018a with 64-bit PC, 2.4 GHz CPU, intel core i7 processor and
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Fig. 10 Histograms of the frequencies of intra and inter distance: a Intra-distance for perceptually similar videos
b Inter-distance for perceptually distinct videos

8 GB RAM. To evaluate the performance of the system or approach, the receiver operating
characteristics (ROC) curve is used which is a plot of True Positive Rate (TPR) and False
Positive Rate (FPR). Also, the F-score (F,) [50] is adopted in our work for evaluation and
comparative study. The TPR, FPR and F,, are defined as follows:

TP FP

Rrpr = — Rppr = — Fo = (1 + o
TPR = N7 VPR T g e (14 a?)

Precision.Recall

o Precision + Recall (16)
where, TP, FP, Ng and N, represents true positive (video sequence that matched precisely in
the positive set; hit); false positive (video sequence that matched with a distinct video); total
pairs of perceptually similar videos and total pairs of perceptually distinct videos respectively.
The o represents how much weightage should be given to precision versus recall. The recall is
same as the true positive rate (TPR) which is a measure of robustness of the method. Whereas,
precision is defined as the percentage of precise hits within all of the detected video copies and
is a measure of discriminative capability of the system. The F-score of an approach is a number
ranging from 0 and 1. The value 1 represents the correct classification of a system, that is

Table 3 F-score of the proposed method for threshold values of 0.15, 0.2, 0.25 and 0.3

Attack F-score
0.15-Th 0.2-Th 0.25-Th 0.3-Th

Frame swapping 1.00 1.00 1.00 1.00
Frame cropping 1.00 1.00 1.00 1.00
Impulse noise 0.96 0.99 1.00 1.00
Gaussian noise 0.97 0.99 1.00 1.00
Median filter 0.97 0.99 1.00 1.00
Scaling 0.97 0.99 1.00 1.00
Rotation 0.96 0.99 1.00 1.00
Blurring 0.97 0.99 1.00 1.00
Sharpening 0.97 0.99 1.00 1.00
Gamma correction 0.96 0.99 1.00 1.00
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Fig. 11 Average F-score of the proposed method and state-of-the-art methods

completely discriminant and robust (100% recall and 100% precision) and vice-versa. Thus, F-
score can be a single valuable measure to demonstrate the detection performance of a method
with proper choice of «. To minimize the number of human interactions required, a good video
copy detection method should have high precision. So, the precision is given twice the
importance of recall by choosing &=0.5 in our proposed work.

To achieve a good detection result, every video in the database is down-sampled to a fixed
frame-rate of 4 frames per second and frame size of 320 x 240 before extracting the finger-
prints for evaluation. The detailed proposed work is studied in section 3. To examine if a test or
query video is a copied version of an original video, the similarity between the fingerprint of
the test video and the original videos in the fingerprint database are calculated based on
Canberra distance metric (Eq. 4). If the distance is lower than certain predefined threshold
value (0.25), then the corresponding video will be declared as pirated version. Table 3 shows
the F-score of the proposed method against distinct attacks for different threshold values to
evaluate the performance. Finally, the performance is evaluated using 20 original videos
collected from TRECVID 2010 dataset [1] in which ten different attacks, each having five
distinct parameter values are mounted independently on each video in the database. It can be
clearly seen from the Table 3 that an average F-score value is 1 in both the threshold values of
0.25 and 0.3 respectively. That is, the proposed method is completely robust and discriminant
within the specified threshold value of 0.25 in our work. However, the F-score in 0.15 and 0.2

Table 8 Average execution time of different methods (in seconds)

Methods Execution time (s)
RBSIF-ICD [20] 10.3
Colour-based [48] 7.6
WBSIF [2] 8.4
Histogram-based [26] 8.7
CNN + Graph [59] 18.2
3D-CNN [29] 16.9
Proposed Method 6.1
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threshold values shows a slight decrease in the performance. Overall, the proposed method
shows good performance against distinct attacks for all the threshold values and the best
outcome can be achieved under 0.25 threshold value.

4.2.2 Comparative analysis

The proposed method is compared to state-of-the-art methods used for video copy
detection such as RBSIF-ICD [20], Colour-based [48], WBSIF [2], Histogram-based
[26], CNN + Graph [59] and 3D-CNN [29]. In [20], each key-frame of a video was
partitioned into several rings and the generated histograms from different rings were
concatenated to create a new matrix. BSIF transformation was then applied to this new
matrix to extract the feature vector. Set of filters which were learnt from a set of 13
natural images were used by BSIF technique. Next, the ICD was applied to generate
global vector of 125 bins by employing five color bins in all of the three color channels.
This method is less discriminative as only the spatial global features were extracted for
copy detection and ignored the importance of spatial local features. The chance of
redundant key-frames generation is very high. Moreover, this method ignored the
importance of temporal information too. In [48], initially the video sequence was divided
into shots and its table of contents (TOC) was constructed. Temporally informative
representative image was then generated by selecting one shot from the summarized
form and its output was initially transformed into the R, G and B color channels which
was then segmented into ¢ X ¢ blocks. Then, the color correlation was extracted and the
color correlation histogram was plotted based on the feature vectors. This method used
only the global color features which is less discriminative and less robust against the
geometric distortions. There exists formation of redundant key-frames. In [2], first the
TIRI transform was applied to the video frames to create key-frames in order to preserve
spatio-temporal information, and then the WBSIF technique was applied on the selected
key-frames to generate 2D histogram. WBSIF technique was calculated based on differ-
ential excitation and BSIF. The differential excitation at any pixel considered as a central
pixel of key-frames was obtained by the sum of intensity difference between this central
pixel and its neighbouring pixels. Then, BSIF was applied that used set of filters learnt
from the set of 13 natural images to compute the convolution of the image patch. Finally,
the 2D histogram was generated by regrouping the feature vector descriptor present on
the excitations according to the local BSIF patterns. This method used only the global
features which is less discriminative and the formation of redundant key-frames is very
high. In [26], first the DC image sequence was generated, and then the HOG and OM
were applied to generate the orientation histogram of 9 bins and ordinal histogram of
total 720 combinations of separate pattern code respectively. To generate the ordinal
histogram, first the frame image was partitioned into 6 equal regions and then means of
every sub-region were computed. This method used both the local and global features to
preserve both the discriminative as well as robustness properties. However, this method
incurs high dimensional cost as the features were extracted from each video frame and
the extracted OM feature values from each rectangular block of video frame will vary
when the geometric distortion specially rotation attack is applied. In [59], AlexNet was
used to train the network in which the deep CNN features were used for encoding visual
content. Subsequently, the graph-based sequence matching technique was employed to
preserve the temporal consistency in which only the top 5 matching results of generated
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frame level matching matrix were utilized for final outcomes. In [29], parallel 3D-CNN5s
were employed for classifying multi-class in which each 3D-CNN was utilized as a two-
class classifier for a particular class of video. During the training of 3D-CNN network,
each video was downsampled into multiple sub-videos having the same number of
frames (i.e., 7 frames here) in which videos can be classified based on their sub-videos.
This method incur high computational cost as the parallel structure can increase with the
formation of new class.

The performance comparison with different approaches is carried out for four thresh-
old values (i.e. 0.15, 0.2, 0.25 and 0.3) using 20 original videos in the database collected
from TRECVID 2010 dataset [1]. As earlier mentioned, that ten different attacks with
each having five distinct attack parameter values are applied to each original video in the
database for evaluation. Table 4, 5, 6 and 7 shows the performance comparison between
the proposed method and state-of-the-art methods against different attacks or distortions.
It reports the F-score, average true positive rate (TPR) and false positive rate (FPR) of
each attack on the original videos for four threshold values respectively. Figure 11 shows
the performance comparison between the proposed method and state-of-the-art methods
based on average F-score for different threshold values. Figure 11 and Table 4-7 clearly
shows that the proposed method outperforms the existing stat-of-the-art methods with
repect to the TPR, FPR and F-score results against different attacks. Tables 6 and 7
shows that the proposed method maintains high performance against all the attacks for
0.25 and 0.3 threshold values with an average F-score value of 1, and Tables 4 and 5
shows a slight degradation of performance of the proposed method for 0.15 and 0.2
threshold values with an average F-score of 0.97 and 0.99 repectively. The proposed
method shows complete robustness and discriminative capability against distinct attacks
within the threshold values of 0.25 and 0.3 with an average F-score of 1. It can be clearly
studied from the Tables that the proposed method and most of state-of-the-art methods
are performing well against the frame-swapping and frame-cropping attacks with 100%
TPR, FPR and F-score results for all the threshold values except the CNN + Graph [59]
and 3D-CNN [29] methods. That means most of the methods shows complete robustness
and discriminative capability against these two attacks for all the threshold values. For
different threshold values, FPR of the RBSIF-ICD [20], WBSIF [2] and the proposed
methods are much lower which shows high discriminative capability compared to the
Colour-based [48] and Histogram-based [26] methods.

Generally, the methods with lower FPR and higher TPR are considered to provide
better performance. But, discriminative capability of RBSIF-ICD [20] and WBSIF [2]
methods are degraded with increase in the FPR for 0.25 and 0.3 threshold values in
Tables 6 and 7. The proposed method shows higher TPR for all the threshold values
compared to state-of-the-art methods which results in higher robustness against all the
attacks. Colour-based [48] and Histogram-based [26] methods shows poor TPR, FPR and
F-score values against all the attacks for different threshold values which results in poor
performance. In Table 7, RBSIF-ICD [20] method shows 100% robustness against the
median filter and scaling attacks with 100% TPR for 0.3 threshold value but less
discriminative capability with high FPR as compared to the proposed method. Compar-
atively, CNN + Graph [59] and 3D-CNN [29] methods shows high robustness against
impulse noise, Gaussian noise, median filter and Gamma correction attacks but less
robustness against cropping and rotation attacks specially. The results of F-score dem-
onstrates that the proposed method is able to resist the geometrical attacks or transforms
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studied here and provides better video copy detection performance. Finally, it can be well
observed from the Figure 11 and Tables that the proposed method is more robust and
discriminative against all the attacks under consideration compared to the state-of-the-art
methods.

4.3 Time complexity analysis

The complexity or cost in execution time of state-of-the-art methods and the proposed method
are analyzed and compared in this section. Table 8 shows an average execution time of
proposed method and state-of-the-art methods in seconds.

From the Table 8, it can be clearly visualized that the proposed method outperforms the
state-of-the-art methods in terms of an average execution time with only 6.1 s. Deep features
based methods such as CNN + Graph [59] and 3D-CNN [29] are taking much time compared
to handcrafted features based methods with 18.2 s and 16.9 s respectively. Thus, the proposed
method performs better with less computational complexity.

5 Discussion

An important property of a video copy detection method lies in its ability to detect whether a
query video is a pirated version of an original video or not within a huge database efficiently
and reliably. To make the copy detection system faster and more efficient, the pre-classifier is
used in our proposed work. The function of pre-classifier is to select only the perceptually
similar videos from reference database with respect to the query video and store it into a newly
generated intermediate candidate database in an initial stage. Further processing will be done
only on the videos of intermediate candidate database that are pre-classified instead of
processing on the whole videos of reference database for piracy detection. To make the
proposed method more robust against rotation attack, initially, the video frames are partitioned
into equal rings and then ordinal histogram (OH) is generated from the rings. Traditional
block-based partition of the video frame is less robust against geometrical attacks such as
rotation and resizing. A small angle orientation can change the block size which will give
different extracted features. Our ring-based partition technique overcomes the limitations of
traditional block-based partition technique and provides optimum solution to the copy detec-
tion issues.

The generation of keyframes based on the TIRI transform from each scene of a video
sequence will also make the proposed method fast and efficient. DCT transform is applied to
generate the scenes in which only the similar video frames are grouped. The extraction of
features from the video keyframes rather than extracting from whole frames of a video
sequence will also reduce the dimension and will enhance the performance. Moreover, the
use of TIRI transform for keyframe generation preserves both the spatial and temporal
information of a video sequence, since it is an important property for video copy detection
system. Further, the features are extracted using HOG and SVD techniques. The HOG
technique is well adapted for local object detection like SIFT and the singular values extracted
using SVD technique have good stability and do not change when there is a small manipu-
lation in the video frame image. The experimental result clearly shows that the proposed video
copy detection method is more efficient compared to state-of-the-art copy detection methods
with an average F-score of 1 within the specified threshold value (i.e., 0.25). Moreover, the
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proposed method is more robust against the geometric attacks under consideration and have
high discriminative capability compared to existing state-of-the-art methods.

6 Conclusion

A fast and novel video copy detection method has been proposed to detect illegal copies of
original videos in a huge database. The main novelty of proposed method lies on using the pre-
classifier which classifies only the similar videos in reference database with respect to the
query video and store them into a newly generated intermediate candidate database for further
processing. This technique will boost the efficiency as well as reduce the computation
overhead. Initially, videos in the database are pre-processed to make the proposed method
well adapted to resist certain manipulations during performance evaluation. Moreover, the
video frames are partitioned based on ring-decomposition technique and features are extracted
from each ring based on ordinal measure approach in an initial stage to overcome the
limitations of traditional block-based partition technique. This technique makes the proposed
method more robust against geometric attacks specially rotation attack. Based on this global
OM feature vector only the similar videos are pre-classified as earlier mentioned above.
Further, to make the copy detection method faster, the local HOG and SVD feature vectors
are generated from the keyframes instead of whole frames of a video sequence. Keyframes are
generated from each scene of a video sequence using TIRI transform which preserves both the
spatial and temporal information of a video. A robust descriptor is created by fusing the
generated feature vectors which can resist the geometrical attacks. The experimental and
analytical studies carried out on TRECVID 2010 dataset signifies that the proposed method
is fast and more efficient compared to state-of-the-art methods. The experimental results also
demonstrate that the proposed method is more robust against geometric attacks under consid-
eration as well as have high discriminative capability compared to state-of-the-art methods. In
future, both the audio and video features can be combined to enhance the performance as audio
is also an integral part of a video.
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