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Abstract

Wireless sensor networks (WSN) have become the rising stars of technology. Every object
in this world tends to be sensorly developped, monitored and controlled. Monitoring an
area of interest for security reasons for millitary applications, catastrophic natural events,
... gives each captured frame a huge importance to be able to achieve this surveillance sys-
tem. Thus, Wireless Video Sensor Networks (WVSN) represents the leading technology
to implement this kind of surveillance systems. A WVSN consists of three different lay-
ers: The video-sensor node, the coordinator and the sink. A video sureveillance system can
have hundreds or thousands of video-sensor nodes. Hence, several challenges exist in such a
densly deployed system. The leading challenge is for sure the energy consumption problem
for capturing, processing and transmitting several images on the network, but it is not the
only challenge. Data transmitted on the network from several sensor nodes to a coordinator
must be securized. Thus, the emergence of the security challenge in WVSN. In this paper,
on the sensor-node level, for data reduction, a new algorithm has been proposed. This algo-
rithm adapts the frame rate and reduce the number of images sent from the sensor node to the
coordinator. This algorithm is compared to our most recent algorithm in Salim et al. (2016).
For the security challenge, the one-round algorithm from Noura et al. (2018) is adapted to
our approach and scenario. This approach is validated by experimentations using Cpp for
OpenCV on Raspberry Pi 3 and by comparing it to other previous, existing approaches.
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1 Introduction

Numerous changes have impacted the surveillance field in the past decade. Nowadays, to
monitor an area of interest and areas where people’s interactions are quite difficult, WVSNs
are here to serve as a quasi-intelligent system to monitor and detect any abnormality in a
specific zone.

The system in wireless video sensor networks WVSN combines the event driven and
periodic approaches. The wireless video sensor networks are composed of 3 layers: The
Wireless Sensor Node level, The Coordinator level and the Sink. Despite their very limited
energy resources, the wireless video sensor nodes are responsible for monitoring a well
known area of interest. Thus, they are limited to their FOV (field of view), they only monitor
the area by filming it according to their FOV. The sensors send the filmed sections to the
coordinator. This process is energy consuming due to the huge number of frames captured
and sent by the sensor nodes to the coordinator. WVSN operates periodically if the sensor
nodes do not detect any intrusion in the monitored area of interest [24]. Figure 1 shows the
architecture of WVSN, where the network can be divided into several areas composed of a
certain number of sensor nodes connected to a coordinator, and different coordinators from
different areas are connected to the sink.

In this paper, our main challenge is to reduce the energy consumption on the sensor node
level especially the energy consumption related to the sensing and transmission processes.
Hence, the data security challenge has been taken into account. Our algorithms are imple-
mented on the sensor node, which means that the time execution is very important to be able
to have live monitoring.

In the first place, an approach has been proposed to reduce the energy consumption
related to the sensing and transmission on the sensor node level using data reduction tech-
niques. The proposed algorithm STAFRA (sensing and transmission adaptive frame rate
algorithm) reduce the number of frames sensed and sent by each sensor node.

For the transmission process, a frame is sent to the coordinator only if it represents a
difference while comparing it with the last frame sent to the coordinator and it is called a
critical frame as in [24]. In this paper, the comparison is done using the norm L2 relative
error function while using a predefined threshold. In this case the number of frames sent
to the coordinator will be reduced and as consequence the energy consumption related to
transmission is reduced. But this reduction can increase furthermore by reducing the size
of those images as follows: if both frames are different, the sensor node decides to send
only the different part of the new image to the coordinator (the difference image). This part
of the image is to be joined with the last sent image on the coordinator to rebuild the new
frame.

On the sensing level, the frame rate is adapted depending on the number of critical
frames transmitted from the sensor node to the coordinator in each period. The number of
frames sensed by the sensor will be reduced, which leads to a direct reduction of the energy
consumption for the sensing process on the sensor node level.

Hence security issues are emerging nowadays in WVSN depending on the type of appli-
cation. In this approach, a security algorithm is adopted from [20] to secure the data
transmitted from the sensor node to the coordinator. The One-round algorithm [20] is
efficient considering the low execution time needed to encrypt a frame.

As the results show at the end of this paper, after implementing both algorithms on Rpi3,
the time execution ensures that both algorithms can run together on a sensor node for more
than 10 images per second. Those results ensure the live monitoring while reducing the
energy consumption and encrypting all the sent data.
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Our paper is divided into 6 sections, Section 2 introduces the state of the art in this
specific domain while Section 3 briefly explains the proposed method. Data Reduction tech-
nique is explained in detail in Section 4. In Section 5, the security contribution is discussed
to conclude the proposed method. Section 6 presents some simulations and experimenta-
tions results to validate our approach. At the end, Section 7 concludes our paper with some
future work.

2 Related work

Different techniques have been proposed in the litterature to reduce energy consump-
tion in Wireless Sensor Networks: Data Redundancy techniques [1, 4, 16-19, 22], Data
aggregation [4], Backround subtraction [25], Geometrical criteria [5—7], Physical and Net-
work layers approaches [8, 26] and Scheduling [1, 2, 21, 23, 27]. Data redundancy has
been considered in several research work for energy reduction. A GPS module introduc-
tion to control the cameras and detect which camera is to be actuated depending on the
sensor’s position is presented in Akkaya et al. [19]. The overlapping approach has been
studied by in Priyadarshini et al. [22] where their work eliminates redundacies by turning
off some cameras and activating the optimal number of cameras according to the overlap-
ping FOV’s of different cameras. An in-network data aggregation technique at the coor-
dinator level is proposed in [4]. This proposition by Makhoul et al. identifies similar data
generated by the nearly duplicate nodes. In order to save energy, some sensors are turned
off.

In order to reduce the energy consumption on the sensor node level, Akkaya et al. in [25]
adopted the background subtraction (BS) and compression techniques as common data
reduction schemes.

Scheduling techniques are one of the most used methods in many previous works [1,
2, 21, 23, 27]. The authors in [1] divided the region into several clusters using a cluster-
ing methodology. In each cluster, to avoid data redundancy for all overlapping cameras, a
scheduling approach has been adopted in their method. Authors In [21] divided the region
according to the different risk levels of the sensor nodes to form several areas of interest.
Each area has its own adaptive scheduling model. This model changes the capture speed of
the node based on its risk level and environment.

Several studies tried to solve this issue by proposing physical and network layers solu-
tions [8, 26]. In [8] a CMOS image sensor was proposed to generate two outputs, in order to
differentiate between the normal image with a normal frame rate of 30 fps and the images
of moving objects with an adaptable frame rate of 960 fps and over. They reconstuct the
image from both outputs. This construction shows the details in stationary objects and the
suppressed motion in moving objects. Frame rate is higher in the hottest region where it
matters the most to detect and track any event.

In [5-7], some geometrical criterias are taken into consideration. In [7] the cover
set concept and the behavior functions modeled by quadratic Bezier curves are used to
help a node to find its redundancy level and to adapt the frame capture speed of video
node which is related to its assigned criticality depending on its position on the network
and its redundancy level. In this approach the nodes on the borders detect the intrusion
in the first place, that is why a higher criticality is assigned to those node in compar-
ison with interior nodes with lower criticality. A scheduling algorithm is proposed to
control the activity of sensor nodes according to the redundancy level and criticality of
each node.
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Some other works prefer to do all the processing on a cloud server or multiple cloud
servers [14, 15]. In those approaches the security topic is also taken into consideration and
the processing is very efficient since it is done on cloud servers. Those algorithms are fore-
ground extraction algorithms on data that are encrypted by the coordinator of the video
surveillance network and sent to the cloud server to do the processing.

Unfortunately, these studies in WMSN make all the analysis on the coordinator level
or on cloud servers, disregarding what can be done on the video-sensor level concerning
the reduction in terms of energy and bandwidth consumption starting from the very first
layer.

This paper also focuses on the security challenge. Hence, a lot of previous encryption
standards and algorithms are present in the literature: The asymmetric Encryption algo-
rithms such as Elgamal [11] and Diffie-Hellman [10]. This kind of encryption is known to
guarantee that the person who is receiving the public key is the person who was supposed
to receive it, and so it is safe to let him/her receive the encrypted information. The sym-
metric encryption such as: Data Encryption Standard (DES) [12, 13], in those works the
authors proposed algorithms to enhance the quality of the images based on a chaotic map
where the DES block cipher is installed to increase the key space. As mentioned in [28],
the huge amount of multimedia data transceived by all the modern applications can not be
supported by the DES implementation. Thus, in [9] an AES algorithm is defined to encrypt
images after performing some changes on the key generation or other components. In [28]
the authors modified the AES algorithm proposed in [9] in order to improve the performance
in securing images. The AES encryption technique has also its disadvantages: it requires a
high number of rounds which is not feasible or efficient for tiny limited sensor nodes. Thus,
the one round algorithm technique proposed in [20] and adopted in our work is a simple
algorithm that requires less execution time than AES and less rounds.

In this paper, a method that detects the critical frames and send them to the coordinator is
proposed. The frame rate of the video-sensors is adapted. Our approach for the sensing and
transmission part on the sensor node level is inspired from [24] and [3]. In [24], the authors
studied how to send only the critical vital signs to the coordinator by introducing LE D
algorithm. In [3], the authors proposed the ASA algorithm which consists of changing the
sampling rate after several consecutive numbers of critical values in consecutive periods.
Then, to add security to the data sent to the coordinator, the one-round algorithm has been
adopted from [20]. In the next section, the architecture of WVSN is briefly discussed. The
proposed approach is explained in the following sections.

3 Architecture

WYVSN as mentioned before, is divided into three main layers: The wireless video sen-
sor nodes, the coordinator and the sink as shown in Fig. 1. Each sensor node captures the
required data, in the wireless video sensor network, the frames in a video sequence is the
data sensed by the sensor node. Then the sensor node transmits the data to the coordinator
responsible for the area of interest. The coordinator gathers all the data from all the sen-
sors in its area and sends it to the sink so that the team which is in charge of this field
analyze it.

In a simple WSN, no algorithms are set on any level. Thus, the huge number of frames
captured by several sensors in each area of interest increases the energy consumption on
every sensor node especially that they have limited energy resources. By sending 15 frames
per second, for a tiny sensor, this process can damage its battery quickly.

@ Springer



Multimedia Tools and Applications (2020) 79:1801-1819 1805

‘¥ Video-sensor node
@ Coordinator

Fig. 1 Architecture of WVSN

In this paper, the idea of reducing the energy consumption on the sensor-node level and
the overall network is developped in its two phases: the sensing phase and the transmission
phase. Then the security model for the transmitted images from the sensor-nodes to the
coordinator is discussed.

4 Data reduction and energy consumption

In WSN, sensor-nodes operate periodically, and send a huge number of packets to the coor-
dinator. This scenario causes the presence of the energy consumption challenge which is the
most important challenge in WSN in general. More specifically this challenge is present in
WYVSN because images are multimedia data of greater size than simple numerical data and
the video-sensor nodes have limited energy ressources.

Data reduction is one of the methods to overcome this challenge. In this approach, data
reduction is adopted for the sensing phase and the transmission phase on the sensor-node
level. This process has a functionality to reduce the huge number of raw images sensed from
the sensors, and the number of images sent by the sensors to the coordinator. The diagram
in Fig. 2 summarizes the behavior of our approach on the sensor node level including the
security aspect.

4.1 Sensing and transmission phases

On the video-sensor node level, an daptation of the M AS R A algorithm proposed in [24] has
been suggested. This adaptation replaces the color-edge similarity method to compare two
consecutive frames in M ASRA with a norm simple euclidean distance similarity method
to reduce the energy consumption related to transmission using the norm L2 relative error
function in C++ in OpenCV. To apply this function, each image is transformed to a matrix.
The frame rate adaptation technique is used to reduce the number of sensed frames on the
sensing level. As shown in STAFRA (sensing and transmission adaptive frame rate algo-
rithm) Algorithm 1, the role of the similarity pattern is to detect any difference in two
consecutive images sensed by the sensor-node by using a norm similarity function. If the
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Fig.2 Sensor node behavior

difference between those images does not surpass a certain threshold of similarity sim,
the sensor-node creates a new image called img_diff of the same size that represents the
difference between both images. To be able to create this img _di f f, the absolute images dif-
ference function absdiff (M AT A, M AT B) is adopted. This function is a simple operation
that takes the two matrix of the compared images as parameters. It computes the absolute
value of the difference for each pixel, for each channel. A difference image is generated
throughout this function as shown in Figs. 3, 4, 5 where Fig. 5 is the difference image of

Fig.3 The first frame
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Fig.4 The second frame

the first two frames. As we can see, the shadow of the moving person and the person are the
only differences taken into account. The size of this new image is smaller than a full image,
since it only includes the difference and not a complete image. The sent image is called crit-
ical frame in the remainder of this paper because it means that an event is happening in the
area of interest.

Hence, in our approach the number of critical frames in each period affects the frame
rate of the sensor-node for the next period. If in a given period i, the number of critical
frames cry, exceeds one of the two predefined threshold th,;, or thg,y, the frame rate
changes according to the number of critical frames in this period. Both thresholds as shown
in Algorithm 1 are generated based on a parameter d that represents the minimum detectable
change (In MASRA algorithm it was set to be adapted after several periods of change and
not after 1 period). In this case, the frame rate of the next period i + 1 is calculated as
mentioned below:

FR =2 X nbe, (1)

Fig.5 The difference frame
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Algorithm 1 Sensing and transmission adaptive frame rate algorithm ST AF RA.

Store the first period’s critical values in nb.,
2: Set FR =2 X nb.,

Set d the parameter that represents the minimum detectable change
4: Setthy, = nber x (14d/2)

Set thaown = nber x (1 —d/2)
6: Set sim the maximum similarity needed to send the next frame

Set norm_sim distance similarity between two frames
8: while Energy > 0 do

for each period i do

10: Take first frame kfo
Send first frame & fj
12: Take frame kf; at R; Rate
Compare kf; to the latest sent frame
14: Generate norm_sim as the dist similarity between the two frames.
if norm_sim < sim then
16: Generate frame the img_diff between the 2 frames
Run One-round algorithm for img _dif f
18: Send encrypted img _diff to the coordinator
nber, ++
20: end if
i++

22: end for
nbcy;=number of critical frames in this period
24: if nbey; > thyp OR nbey; < thyow, then
Set nbe, = nbe;,

26: Set FR =2 X nb.,
Set thyp = nber x (14-d/2)
28: Set thgoun = nber x (1 —d/2)
end if

30: end while

The frame rate in the STAFRA Algorithm varies according to the criticality of the events
happening in the area of interest. If no critical frames are detected in a period, the sensor node
senses the first frame of every period and sends it to the coordinator as the only frame of the
actual period. The period in our approach is equal to 1 second, and the initial maximal frame
rate is 30 frames per second. In a non critical scenario the sensor node only captures the first
frame of every period and sends it to the coordinator, neglecting the other 29 frames. Thus, this
method can reduce the number of frames captured by every sensor node, and also the number
of frames sent to the coordinator. This data reduction helps to reduce the energy consump-
tion on the sensor node level by a significant percentage presented in our experiments.

5 Data security

Securing the images sent in a WVSN for surveillance can not be negligible. In the proposed
scenario, a simple efficient and quick algorithm is needed to do the encryption. One-round
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algorithm is a simple cipher scheme [20], it is based on simple operations (XOR). In this
algorithm, the keys are dynamically produced, based on a dynamic key that changes accord-
ing to the session or the input image. As several scientists affirm that confusion and diffusion
must be preserved in any encryption algorithm, the one-round algorithm guarantees the
confusion and diffusion since 2 substitution boxes are used. One of the most encourag-
ing advantages of this algorithm is that it can be adapted to simple limited devices such as
Raspberry Pi, or sensors in wireless video sensor networks. In the following the encryption
algorithm is described.

5.1 Encryption algorithm

After reducing the number and size of the data sent from the sensor nodes to the coordina-
tor, securing the data is one of the needs in WVSNs. Thus, an energy efficient encryption
algorithm must be implemented on the sensor node level. The one-round algorithm is sym-
metric and is based on a secret key SK shared between the sender and the receiver. As
stated in [20], this key is employed with a Nonce to produce a dynamic key. This dynamic
key is split to obtain four sub-keys that will be used to build the primitives of the encryp-
tion/decryption processes. This cipher is based on only one round since a dynamic key
with a large size is used. In the encryption process, an input image of size C x R x P
is divided into « sub-matrices x; , x2 , . . ., X, having a square size equal to & X h
bytes each. If the number of bytes of an image is not a multiple of 4% , a padding oper-
ation is performed to adjust the size of the last sub-matrix (x,). In addition, h can be
equal to 4, 8, 16 or 32. On the other hand, the sub-matrices number « is obtained as
follows:

_R><CXP

- @

o

In this paper, the size of the blocks is set to 4 to have better security noting that it was
8 in [20]. As we stated earlier h can be equal to 4, 8, 16 or 32, so the One-round algorithm
is flexible and depends on the needs of the application. If h is equal to 4 than we have the
most demanding scenario in terms of execution time and energy consumption but we will
get the best security level. After several experiments we were able to perform STAFRA and
One-round algorithms together on more than 15 frames per second if h is equal to 4. In
this case, the algorithms run quickly while guaranteeing data reduction and a good level of
security. The sub-matrix selection, function f, function g, the switch operation as well as
an illustration of the encryption and decryption algorithms are all used as mentioned and
explained in [20].

As mentioned before, this algorithm presents a good security result with very low execu-
tion times. Algorithm 2, for encryption purposes is implemented on the sensor node’s level
and Algorithm 3 for decryption is implemented on the coordinator’s level. This work focuses
more on the sensor node level behavior because it is the level where the energy consumption
is the most critical. Thus, in the experimentations and simulations, the energy consumption
on the sensor node level is studied based on the complexity and the time of execution of
each algorithm. That is why, the decryption algorithm can be said to be disregarded in the
experimentations.
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Algorithm 2 One round encryption Algorithm.

1: START One_Round_Encryption(X)
2: fori = 1toa do

3: x;i = X|[i]

4 yi = X[m[i]]

5: cxi = $2(81(x;) ® RMy @ y;)

6: cyi = 81(82(yi) @ RM; & RM>)
7: X[i] = cx;

8: X[rl[i]] = cyi

9: end for

10: END One_Round_Encryption(X)

Algorithm 3 One round decryption Algorithm.

1: START One_Round Decryption(X)
2: fori =1toado

3: cxi = X|i]

4 oy = X[x[i]]
5.
6
7

vi = 851 (S7" (cyi) ® RM1 & RM»)
X[i] = 87" (S; ' (cxi) ® RMy @ yi)
- X[x[i]]l = yi
8: end for
9: END One_Round _Decryption(X)

6 Experimental results

In this section we present the simulations used to validate our technique. This part is divided
into two subsections:

— Data Reduction and Energy Consumption.
—  Data Security for Transmission.

In the first part, the experimentations check the data reduction based for the sensing phase
on the sensor node level by adapting the frame rate according to the technique mentioned
above. Then, it checks the data reduction in terms of size of the data for the transmission
phase, by sending only the difference between the images. And at the end it computes the
total reduction of energy consumption if the STAFRA algorithm is adopted while comparing
it to the MASRA algorithm proposed in [24]

In the latter, as in [20], a one-round algorithm is tested first on big images (800 KB
images) to check the validity of the approach. Then it is tested on the sent images from the
sensor-node (Raspberry Pi) to the coordinator/server (laptop). Those sensed and transmitted
images are of 320 x 240 pixels on RGB and compressed to jpeg images as per STAFRA
algorithm before starting the security algorithm process.

For this purpose, both algorithms presented in this paper have been tested using Cpp for
OpenCV on Raspberry Pi 3. A nano camera is installed on the Raspberry Pi to monitor the
area of interest. The Raspberry Pi serves as the sensor node in our network, it is wirelessly
connected to an octa core i7 16 GB RAM laptop that has the coordinator’s functionalities.
The network in this paper is a client server network (The Raspberry Pi as a client and the
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Fig.6 Experimental network

laptop is the server where the images are stored). This network is described in Fig. 6, where
the sensor-node is wirelessly connected to the coordinator.

In the experimentations, the initial and maximum frame rate is set to 10 frames per
second for the sensor-node. The minimum FR (frame rate) in this work is 2 frames per
period. A period is equal to 2 seconds which means 20 frames exist in every period. If
no critical event is happening in the area of interest, the frame rate is set to its minimum,
sensing 2 frames per period. The frame rate varies according to the number of critical frames
(sent frames) in every period. The sensor-node sends the first frame of each period to the
coordinator. All the other sensed frames in the same period are compared to this frame (or
the last sent frame). If those compared frames are not similar, the new frame is sent to the
coordinator. In this method, the different part of this new frame is sent and not the full image.
Note that every sent frame is encrypted using one-round algorithm [20]. Both algorithms
are run for 60 seconds (30 periods).

6.1 Data reduction and energy consumption

The reduction of the energy consumption on the sensor node level can be done via several
techniques, one of these techniques is data reduction on the sensing phase and on the trans-
mission phase. Each sensor-node in a WVSN operates periodically and sends all the data
sensed to the coordinator. The key to reducing the frames transmitted from the sensor to the
coordinator is to send only the different frames sensed by the sensor node in each period.

6.1.1 Critical frames

The critical frames are the frames that are different from the first frame in each period. To
be able to specify those frames, the L2 norm similarity in ST AF RA algorithm compares

Table 1 Execution time

comparison per event Type Size Sim Compress Difference Send
Raw 230KB 1 ms 0 0 1000 ms
JPEG 6 KB 0.7ms 0.02 ms 0 26 ms
JPEG +DIFF 4 KB 0.7ms 0.02 ms 4 ms 17 ms
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Table 2 Total execution time

comparison Img type Total execution time
Raw 1001 ms
JPEG 27 ms
JPEG +DIFF 22 ms

the consecutive sensed images. The first sent image in the period is called the “background
image” to which all the other images are compared to. The images that are sent to the coor-
dinator are only the images that are different from this background image. In this approach,
the algorithm sends the different parts of the image comparing with the background image
using the absolute difference function. Instead of sending a raw image of 320 x 240 x 3
which means 230 KB, this method compresses the image into a jpeg image of 6 KB to be
sent to the coordinator, and 4 KB if only the difference is sent. Tables 1 and 2 shows a com-
parison between sending a raw image and a jpeg image depending on the execution time of
every operation on the sensor node. In Table 1: “sim” is the execution time of the similar-
ity process, “compress” is the execution time for compression, “difference” represents the
execution time to create the difference image and “send” is the time needed to transmit the
image to the coordinator.

6.1.2 Frame rate adaptation

Different scenarios have been taken into consideration in the experimentations. The frame
rate varies according to the number of sent data in the last period.

For the sensing phase, the frame rate adaptation serves to reduce the number of frames
sensed per period depending on the number of critical frames sent in the previous period.

Figure 7 shows the adaptation of the frame rate on the sensing phase depending on the
criticality of the event in the monitored area. This adaptation causes the reduction of the
number of frames sensed by the sensor-node as shown in Table 3. A data reduction of 50%
is reached by adapting the Frane Rate, and another 25% are added when applying the critical
frames method.

25

— frame_rate_stafra - nb_sent

20

15

10 -

Number of Frames

123456 78 910111213141516 17 1819 2021 22 23 24 25 26 27 28 29 30
Period

Fig.7 Frame rate adaptation
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Table 3 Frame rate adaptation
data reduction over 60 seconds ALL Sensed frames Critical frames

600 300 170

6.1.3 Comparison

This approach is compared to several other methods on the sensor node level regarding
the execution time and the frame rate adaptation. For the execution time and accuracy
of the similarity, this method is compared to the MASRA algorithm in [24] where the
colour and edge similarities were both present to detect the difference between images.
The difference between STAFRA and MASRA algorithms for the frame rate adapta-
tion has an influence on the number of critical frames sent per period as shown in Figs. 8
and 9.

The frame rate adaptation in the M ASR A algorithm changes after at least two periods
of intrusion detection. For this reason, some needed frames can not be captured because the
frame rate is not adapted on time. It should be added that the frame rate decreases once the
intrusion leaves the area.

Those two figures show the superiority of the ST AF RA algorithm to change the frame
rate earlier than M ASRA. Thus, ST AF R A has less errors while detecting and tracking the
intrusion, and it resets the sensor-node to its idle mode with a FR= minimum frame rate
earlier than M ASRA. This process captures less frames and save energy while increasing
the quality of the surveillance.

A comparison of the execution time for several approaches on the sensor node level.
This comparison takes into consideration the similarity, the compression, the transmission
as shown in Tables 4 and 5 where all the execution times are in ms. Edge similarity, color-
edge similarity and Norm similarity are compared in those tables. Note that images sent
using the MASRA algorithm are RAW images, but the compression of those images into
jpeg images is also taken into consideration. In Table 4: “sim” is the execution time of the

25
H fr_masra ! sent_masra
20

15

10

ALl Tk |

123456 78 91011121314151617 18192021 222324252627 282930

Number of Frames

Period

Fig. 8 MASRA frame rate adaptation and number of sent frames
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25
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0 II||

Number of Frames

W frame_rate_stafra

frame_rate_masra

1234567 8 9101112131415161718192021222324252627282930

Fig.9 Frame rate adaptation comparison

Table 4 Execution time
comparison per method per
function

Table 5 Total execution time
comparison

Table 6 One round algorithm
execution time

@ Springer

Period
Method Type Size Sim Compr Diff Send
Color-Edge Raw 230KB 5 0 0 1000
Edge Raw 230KB 3 0 0 1000
Norm Raw 230KB 1 0 0 1000
Color-Edge JPEG 6 KB 42 0 0 26
Edge JPEG 6 KB 27 0 0 26
Norm JPEG 6 KB 07 0 0 26
Norm JPEG+DIFF 4 KB 07 0 03 17
Method Img type Total execution time
Color-Edge Raw 1005 ms
Edge Raw 1003 ms
Norm Raw 1001 ms
Color-Edge JPEG 30 ms
Edge JPEG 29 ms
Norm JPEG 26 ms
Norm JPEG+DIFF 18 ms
Method Img type Execution time
One_round Raw 500 ms
One_round JPEG 15 ms
One_round JPEG+DIFF 10 ms
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Fig. 10 The original frame

similarity process, “compr” is the execution time for compression, “Diff” represents the
execution time to create the difference image and “send” is the time needed to transmit the
image to the coordinator.

Tables 4 and 5 show the superiority of STAFRA algorithm and the norm similarity
method over M ASR A algorithm using the edge or the color-edge similarities. The execution
time proves a gain of at least 30% when implementing ST AF RA algorithm.

6.2 Data Security for Transmission

As discussed in the paper, securizing the data transmitted on the network is one of the
important issues in WMSN. To secure the frames on the sensor node level, the one round
algorithm is implemented. In the table below, the difference of the execution time of this
algorithm is presented with different image types.

As shown above in Table 6, the execution time for the One-Round algorithm for the dif-
ference image sent from the sensor node to the coordinator, costs 10 ms. By adding the
18 ms needed for all the functions mentioned in the section above, 28 ms are needed to com-
pute and send the image from the sensor node to the coordinator. Refering to Table 5, this
execution time remains better than execution times of other approaches without applying
the security algorithm to enhance the security on the network.

Figures 10, 11, and 12 show the validity of the security algorithm and how the frame can
be retreived on the coordinator using the decryption algorithm.

Fig. 11 The encrypted frame
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Fig. 12 The decrypted frame

7 Conclusion

In this paper, a new data reduction adaptive frame rate algorithm ST AFRA is presented
to adapt the frame rate of each sensor node according to the event happening in the
area of interest. This adaptation leads to reduce the number of sensed frames on the
sensor node level. Thus, it reduces the energy consumption needed for the sensing pro-
cess. The data reduction algorithm adds a comparison between frames with the last frame
sent, if both images are similar, the second one is not sent to the coordinator. In case
the second image is different, the difference between the two images is sent to the coor-
dinator and not the whole image. The difference image is 30% smaller than the original
image. This functionality reduces the energy consumption for the transmission process
on the sensor node level by reducing the number and the size of the images sent to
the coordinator.

As for the security manner, our algorithm ensures the security of the sent data from the
sensor node to the coordinator, while maintaining a low execution time and low energy
consumption on the sensor node level. For future work, an algorithm on the coordinator
level must be done to rebuild each new image. It needs to combine the last sent image with
the difference image.
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