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Abstract
Super-resolution includes the techniques which deal with the methods of converting the
low-resolution image into the high-resolution image. In this paper, various challenges
affecting the implementation of Super-Resolution (SR) along with the detailed survey of
SR implementation methods have been presented. Different issues related to the SR have
been explored from literature which are limiting the SR implementations. Besides, there
are also various techniques to implement the SR, detailed survey of these techniques
along with comparison, have been included in this paper. In this work main focus has
been given to a single image based super-resolution as it is the more practical type of
super-resolution. The basic purpose of the paper is exploring the various possibilities of
SR along with practical constraints.

Keywords Super-resolution . Low-resolution (LR) . High-resolution(HR)

1 Introduction

In today’s time, almost every digital imaging application demands high-resolution images. It is
mainly required for efficient processing and analysis of image details. Image resolution
basically describes the details contained in an image, i.e. the higher the resolution, higher
the number of pixels and more is the image detail [78]. There are a number of examples where

https://doi.org/10.1007/s11042-019-08254-0

* Amanjot Singh
er.ajotsingh@gmail.com

Jagroop Singh
roopasidhu@yahoo.com

1 Research Scholar, I.K.G. P.T.U, Jalandhar, Punjab 144603, India
2 School of Electronics and Electrical Engineering, Lovely Professional University, Phagwara, Punjab

144411, India
3 Department of Electronics and Communication Engineering, DAVIET, Jalandhar, Punjab 144008,

India

Multimedia Tools and Applications (2020) 79:1641–1672

Published online: 7 November 2019
/

http://crossmark.crossref.org/dialog/?doi=10.1007/s11042-019-08254-0&domain=pdf
mailto:er.ajotsingh@gmail.com


high-resolution images are desirable like in human interpretation, surveillance, HDTV, medical
imaging, satellite imaging etc. In addition to that improved resolution is also helpful in
automated system perception (ASP) based applications. Therefore, improvement of pictorial
information is always desirable. Super-resolution (SR) area is mainly inspired by these type of
requirements. Technically, Super-resolution (SR) term is used for the class of techniques which
work in up-scaling of video or images. Image SR techniques take a low-resolution (LR) image
as an input and generate a corresponding high-resolution (HR) image. The terms like zooming,
HR image reconstruction, digital image magnification etc. are used interchangeably for the
same process [97]. In the same way terms such as up-convert, upscale, upsize also describe an
increase of resolution by SR image processing [97]. Image SR schemes try to preserve the
high-frequency information, geometrical regularities and smoothness of the original input
image in the process of generating HR image from the source input image. Image SR has
many applications in various areas e.g. high-definition television (HDTV) [], medical imaging
[112], satellite-imaging [57], surveillance systems, and entertainment etc. [104, 147].

In literature, there are various methods which are available to create super-resolution
(SR) from low-resolution (LR) images by maintaining the image details. Early methods of
producing an SR image generally include multiple LR images as a contribution to
calculate the details [9, 35, 124]. There are also multiple methods which works with single
LR image and having the capability of LR to HR image conversion. In the category of
multiple images based SR, there are also some multi-view based approaches [28, 29, 40,
41, 49]. The approach listed in [40] is designed for curved and multi-view surfaces. It
requires the multiple images for super resolution. In [28], the method is useful in mixing
the different photographs; It provides the artifact free blending and requires multiple
unordered images for super resolution. The method listed in [49], is used for up sampling
in real time with good GPU systems. It requires the high end GPU for geometrical up-
sampling of images. Edge-Constrained Image Compositing is listed in [29]. It includes the
image overlapping and stitching for Super resolution, based on multiple input images.
Similarly, [41] has proposed multi-view 3D reconstruction from multiple images. On the
other side, single Image based Super Resolution. Single image based methods use only
one single image for super resolution and proved to be more practical in today’s time.
These algorithms of SR can be categorized in different categories like Interpolation-based
methods, learning based methods, Soft Computing based methods etc. which have been
discussed in detail in further sections. Algorithms based on interpolations are compara-
tively faster in response [70, 91, 114]. In real time systems along with many practical
applications, some standard interpolation based methods are being used. There are some
methods of reconstruction [52, 54, 80, 90, 101, 106, 119] which applies the various
smoothness priors [5, 20, 108] for SR imaging. Another approach is based on learning
based methods [16, 37, 75, 129], there is a training a set of LR/HR images or blocks and
detailed HR image is constructed based on learning from these pairs. Selection of training
set is crucial for these methods of SR; wrong selection could lead to undesired results [21].
Recently, deep learning based methods are also becoming more popular due to their state
of art performance [23, 24, 45, 59, 63, 64, 71, 103, 136, 138, 142].

1.1 Motivation and contribution

There are a number of possible approaches which could be used to address the problem of
super-resolution. However, for in depth study and solution oriented approach of this problem,
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there is always a requirement of proper classification and systematic study of the previous
approaches. Therefore, there should firstly identification of challenges related to image super
resolution and then there should a systematic approach towards the solutions. In the proposed
work, the main focus is concerned on Single Image Super-Resolution based solutions. In this
paper, the proposed solution is threefold i.e. (a) Image Super Resolution based challenges have
been identified and presented, these challenges are acting as limiting factor for the implemen-
tation of Super resolution; (b) Survey on Single Image based Super-Resolution has been
presented for different type of SR methods along with their year-wise progress, (c) The
comparison of different existing state of art methods of Super-Resolution is also presented
in the work.

In this paper, Section 2 is presenting the basic details of Super Resolution (SR) as an inverse
problem, Section 3 is presenting the identified challenges which are limiting the implementa-
tion of SR, Section 4 is giving the detailed review and survey of different methods usually used
in the single image based SR including simulation based different comparisons and in the
Section 5 conclusion has been presented.

2 Super resolution of images

Super-Resolution (SR) is the process of converting the low resolution image into high
resolution image. In the process, the number of pixels in the input low resolution (LR) image
are increased as per required scaling factor, therefore high resolution image is achieved at the
output (Fig. 1).

The main aim of SR (Super-resolution) is to estimate a high-resolution (HR) Image from
one or a set of low-resolution images. The process of reconstruction of the HR image from the
input source image by adding one or more LR images is considered as an inverse problem
[97]. In order to implement the super-resolution of images, proper reconstruction schemes are
required. It is a very ill-posed problem since many HR images can produce the same LR
image. The reconstruction of super-resolution image is centered on available prior information
or rational deduction of the supposed model that builds the exaggerated image from the
available LR images. Therefore, the reconstruction is reflected as the problem in the inverse
route to calculate the original particulars around the geometrical symmetries of the SR image
by merging one or more LR images [78]. However, due to the less prior information and ill-
conditioned registration difficulties, there is always a scope to improve the quality of the
reconstructed image [7]. During the literature survey, it has been comprehended that there are
several methods that had been proposed to fix above-mentioned problems.

Fig. 1 A basic block diagram of Image Super Resolution
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2.1 Super-resolution as an Inverse Problem

Super-resolution is an inverse problem where target information is estimated from the ob-
served data i.e. high-resolution image from low-resolution image or images. In order to unravel
the inverse problem, it requires to understand the basic down sampling model as shown in
Fig. 2. Basically, Super-resolution algorithms attempt to extract the high-resolution image
degraded by the limitations of the optical imaging system [7].

Let low-resolution image is denoted by Yk, for k = 1,2,3…. K and a high-resolution image
are denoted by X. Assume X is Linearly Spatial Invariant (LSI) and is the same for all K
frames. Suppose Mk considers only simple motion parameter such as translation and rotation,
Dk is a sub-sampling matrix (compression) and Nk represents the noise, then the low-resolution
image can be denoted as below:

Yk ¼ DkMkX þ Nk

where k ¼ 1; 2; 3…;K
ð1Þ

With reference to the model in Fig. 2, the approach for the solution should be inverse of it i.e. It
may include stages like interpolation and restoration and noise removal to get original high
resolution image X in Fig. 2 [32, 35].

3 Factors limiting the implementation of SR

There are various factors which are limiting the implementation quality of SR imaging. These
factors are related to many methods used to convert the low-resolution image to the high-
resolution image. With reference to literature study, it has been observed that there are various
types of practical challenges which are faced during the implementation of super-resolution of
images and acting as limiting factors for the implementation of SR. Taking everything into
account some major challenges related to super-resolution are further explained (Fig. 3):

3.1 Registration of Multi-frame images

Image registration one of the very crucial factors for the implementation of multi-frame SR
reconstruction. It includes the spatial fusion of images and it is also a well-known ill-posed
problem. The problem gets more severe when low-resolution images also contain aliasing
artifacts. These artifacts are more annoying than the blurring effect which may come due to
interpolation of the single image. The SR performance deteriorates as the resolution of observa-
tional images decreases. The recovery of high-resolution (HR) image depends upon the image

Fig. 2 Model for Down Sampling
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registration accuracy. There are many image registration methods which have been proposed in
the literature [12, 3, 87, 102, 123, 146]. Some of registration based performance limits have been
mentioned in reference [92].HR image estimation crucially depends upon the accuracy of
registration of LR images [93]. In order to converge towards the practical applicability of SR,
improvements are desirable in this area. Due to the challenges in registration of multiple LR
images, single image based super resolution (SISR) is becoming more practical solution.

3.2 Computation

Other major limiting factor for the practical applications of Super Resolution is the high
computation of a large number of unknowns, which results in extreme matrix manipulations
and calculations. Practical applications always require a high speed computation in SR
reconstructions, like surveillance systems which demands real-time alarms and active identi-
fications etc. The desired Algorithms should be superior in terms of computational efficiency.
One of the recent solutions is parallel computing. Parallel computing can improve the further
efficiency of the system. However, its practical implementation in small power devices is a
challenge. Many algorithms have been proposed until now to speed up the SR image
reconstruction problem but still many are waiting to become practical on smaller devices.
There is a class of algorithms which is focused upon computational efficiency known as
Interpolation based approaches, however the quality of these methods is not very accurate. In
reference [11] Authors have proposed a real-time based SR system which has been improved
from [9, 32] in order to make SR more practical. However, despite that these algorithms are
limited by precise image registration which again requires very high computation if multiple
images are used. Many algorithms can also handle only simple motion models but real-world

Fig. 3 Challenges of Super-resolution
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data of images/videos involves more complexity. Hardware and GPU improvements involving
parallel computation can help in improving the computational efficiency but that is again
limited by other cost factors of the hardware systems.

3.3 Robustness towards external factors

Robustness of SR method towards external factors is also one of the restraining factors of SR.
Many of the SR techniques are affected by the motion errors, inaccurate blur models, noise,
moving objects, motion blur, etc. This inaccuracy leading to a basic model error that cannot be
treated as common Gaussian noise [105]. Furthermore, the basic model error will lead to visually
annoying artifacts creating disturbance in applications based on image and video standards.
Meanwhile, as per literature, there is not enough work has been devoted to such an important
aspect of robustness towards external factors. Yet in some references [19, 14, 30, 98, 110, 128,
145, 148], authors have worked on a robust aspect of Super-resolution of images. Pham et al. [86]
have proposed a bilateral filtering similar scheme for robust certainty. It has been seen that with the
proper improvements in estimations of outliers or external factors, results of SR can be improved.
On the other hand, for this purpose proper experimental data is required and by including that into
the modeling, it can improve the robustness of real-time SR.

3.4 Fundamental limits of performance

There are always some fundamental limits of SR performance that may limit the performance
or efficiency of the SR reconstruction algorithms. SR reconstruction is a complex task which
involves many interdependent components. In the reference [7], authors have analyzed the
limits for SR and have given analysis for Zooming factor. In addition, reference [73] has
worked on fundamental limits on reconstruction-based super-resolution algorithms under local
translation. Robinson et al. in reference [92] have analyzed the registration performance limit
with a simple translation model and the work was further extended with analysis of factors
such as motion estimation, decimation factor, number of frames, and prior information.
Moreover, their understanding could lead to the better SR camera design, better understanding
of model errors, zooming factors limits and number of frames required etc. Eekeren et al. [127]
have given performance evaluation of super-resolution reconstruction methods on real-world
data by exploring many influential factors limits empirically. Based on above mentioned
literature, it is very difficult to conclude that performance limits of SR. therefore no method
can be called a best SR method in terms of performance as it varies with environment and
image conditions. However, based on studies, a fair benchmark can be defined for particular
conditions and real-time based database may be used to give a good performance evaluation of
SR methods along with their performance limits.

3.5 Compression based artifacts

Recently it has been observed that multimedia data is increasing day by day contin-
uously and handling or storage of such a huge amount of data is in itself a big
challenge. There are many limitations on transmission and storage of such data with
limited resources including other cost factors. Therefore, transmission of multimedia
data like images, videos are usually done in the compressed forms. It may also
include the various lossy types of compression. It has been seen that due to
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compression quality of images goes down or may contain artifacts like blocking
artifacts in jpeg based compressed images. Removal of these artifacts is very neces-
sary if doing the super-resolution. Consequently, it makes the process more complex.
In today’s time, every transmission standard contains the compression encoder /de-
coder. Clearly, this challenge needs to be handled suitably in every system of Super
Resolution.

3.6 Other practical issues

There are various other practical issues which lead to the complexity and the quality trade-off
in the SR implementations. In the practical infrastructure, there is always a probability of noise
from external resources that can decrease the SNR of that channel. Therefore, it is also a
practical challenge which could be seen in various transmission channels which are susceptible
to noise, like wireless channels etc. Furthermore, in many applications, there are some
application based local challenges which may decrease the efficiency of SR methods or might
leads to errors in results.

4 Single image based super-resolution literature survey and comparison

The Previous section has listed the main challenges which affect the implementation of image
Super Resolution (SR). Clearly, there is a need for work to handle these issues to get the
acceptable quality of SR images. Meanwhile, there are various methods reported in the
literature that have already been proposed to implement the SR. A survey of SR methods
for single image based SR has been presented in this section, as single image-based methods
are more realistic and practically required methods. Further with reference to Fig. 4 details of
each method along with its literature survey has been discussed in subsections.

4.1 Interpolation based methods

Image interpolation focuses on creating the high resolution image from its lower resolution
version of the image (Fig. 5). Image interpolation is basically a method of artificially
increasing the number of pixels in an area inside an image. Image interpolation is also one
of the traditional methods used in the Super Resolution. Conventional systems include the
bilinear and bi-cubic interpolation which are having good real time computational simplicity.
These require very limited arithmetic operations. Video interpolation or inter frame interpola-
tion can also be achieved by these methods. Interpolation based approach is one of the fastest

Fig. 4 Single Image based SR techniques
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methods for image Super Resolution. Interpolation based SR schemes are often used when
working with the real practical environment having a single LR image as input [50, 74].
Nearest neighbor (NN), bilinear (BL)and bi-cubic (BC) are the regularly used interpolation
techniques [2, 6, 53]. However, these techniques are non-adaptive so they are computationally
efficient but undergo with problems of aliasing, blurring etc. Even Though, these are used in
numerous applications due to their simplicity of implementation. There are several adaptive
non-linear schemes which have been advanced to minimalize the glitches faced by non-
adaptive interpolation schemes [58, 60, 74]. In these techniques, re-sampling info is deter-
mined according to the geometrical symmetries. There is always a tradeoff among image
quality, time and computational complexity, for this category of methods. In some advanced
methods adaptive and interpolation based on higher order derivatives of polynomials have
been suggested in literature [96, 133]. Detailed work in the field of Interpolation based SR has
been presented in Table 1.

4.2 learning based Super-resolution

There is another approach of SR which is based upon example-based learning (Fig. 6). There
are multiple methods of SR which are based on example-based learning approach as suggested
in references [38, 39, 42, 48, 61, 115, 116, 121, 141]. These methods of this category are
creating high-frequency details from a low-resolution image by process of example based
learning. The quality of output HR images created by this method good but consumes more
time due to learning process. Multiple Low-resolution images besides their corresponding high
quality/high-resolution image patches are stored in the database. The SR algorithm got its
training from the database of stored patches i.e. low-resolution and high-resolution image
patch pairs. These techniques have certain restrictions due to the dependency on numerous
factors like numbers and kind of the images present in training dataset, size of the patches etc.
With a variation of these parameters the running time along with the quality of images may
change i.e. there is a trade-off between these parameters. These techniques do have high time
complexities so rarely used in real-time applications. Table 2 gives the survey of various
method included in this category.

4.3 Edge directed Super-resolution

In literature, there are some methods which produces the HR images based on edge directed
calculations [20, 31, 36, 56, 67, 76, 108, 109, 113, 130]. These methods are based on edge
knowledge of objects in an image which is included in the calculation of HR image from LR

Fig. 5 Interpolation based SR Model
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Table 1 Interpolation based SR Methods

Year
/reference

Title Description Constraints

1978 [50] Cubic splines for image
interpolation and digital
filtering

The authors have introduced the
theory of B-splines and present-
ed the B-splines as a tool for
digital processing applications.
This paper has introduced the
basics for the B-splines based
interpolation.

B-splines based basic
interpolation method.

1981 [91] Cubic Convolution Interpolation
for Digital Image Processing

The paper has presented the cubic
convolution interpolation as a
technique for re-sampling dis-
crete data. [91] has presented the
cubic convolution as a useful
technique for digital image pro-
cessing when used on a digital
computer. It is also one of the
classic paper in the field of im-
age interpolation.

Fundamental work based
on Cubic Convolution.

1991
[125]

Fast B-spline transforms for con-
tinuous image representation
and interpolation

This paper is an extension of
previous work of B-spline. It has
given the efficient algorithm for
continuous representation for
interpolative signal
reconstruction.

B-spline transform based
classical work .

2004 [53] Adaptive image interpolation
based on local gradient features

In this research work, a new
adaptive method is proposed for
interpolation based on local
gradient features which are
better than bilinear and bi-cubic
methods.

Local gradient calculation
is required .

2007 [2] Computational Foundations of
Image Interpolation Algorithms

Presented work gives a review of
the progress of both
non-adaptive and adaptive im-
age interpolation techniques.
Moreover, it has also proposed a
new algorithm for image inter-
polation in the discrete wavelet
transform domain.

Review work suggested
method requires the
wavelet transformation

2010 [58] Nonlinear image up-sampling
method based on radial basis
function interpolation

The research paper has proposed a
novel method of edge directed
sampling. It is based on the
radial basis function (RPF). In
order to remove blocking
artifacts and blurred edges, it is a
nonlinear method which
considers the edge information
of images.

The nonlinear method
requires a radial basis
function .

2011 [60] Curvature interpolation method for
image zooming

The presented work has proposed
an interpolation method which
determines the re-sampling in-
formation based on geometrical
regularities.

Complexity has increased,
detection of
geometrical regularities
is required .

2014 [96] Multi-kernel based adaptive
interpolation for image
super-resolution

This research paper has given a
novel method for
super-resolution which is based
on adaptive interpolation with

An adaptive technique
requires more
computation as
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image (Fig. 7). This category of methods are mainly an extension of the interpolation techniques.
The fundamental work was done in NEDI [70] and afterwards many methods based on edge
detection were published. In many extended publications it has been observed that multiple
techniques are combined for edge calculations and in obtaining of HR resolution images.
Furthermore, some techniques are based on the gradient profile prior (GPP) techniques [108,
109, 113]. In GPP (gradient profile prior) it is based on image data set, so HR image result relies
on the accuracy of the learning process, so partially including the learning based methods. The
edge knowledge in the base image helps in reproducing the HR image with sharp edges and lower
artifacts. Another approaches of Super-resolution [67, 76, 130] algorithms also require to locate
edges in images and work in combination of other methods. Some edge directed reconstruction
models use the iteration basedmethodswhere good initialization by edge detection could lead to a
reduction of iteration time and lead to good quality of HR images. Table 3 contains the major
work of Edge directed SR methods that are included in this category.

4.4 Sparsity based Super-resolution

In this class of methods, the approach is based on a sparsity based SR model (Fig. 8). It is
having the sparsity based dictionaries, image details of HR are calculated from sparse

Table 1 (continued)

Year
/reference

Title Description Constraints

Gaussian kernel variations. Here
Gaussian kernel varies its value
depending upon local image ar-
ea.

compared basic
interpolation.

2016
[144]

Image Interpolation Based on
Non-local Geometric Similari-
ties and Directional Gradients

The proposed work is based
interpolation however it is also
combining the directional
information to interpolate the
required pixel values.

The directional gradient is
required to be
calculated.

2016
[133]

Image super-resolution recon-
struction using the high-order
derivative interpolation associ-
ated with fractional filter func-
tions

This work is using the interpolation
in the very advance form using
higher order derivative.

Complexity has increased
due to the calculation of
higher order derivative.

Fig. 6 Learning-based SR Model

Multimedia Tools and Applications (2020) 79:1641–16721650



Ta
bl
e
2

L
ea
rn
in
g
/E
xa
m
pl
e
ba
se
d
SR

M
et
ho
ds

Y
ea
r

/r
ef
er
en
ce

T
itl
e

D
es
cr
ip
tio

n
C
on
st
ra
in
ts

20
00

[3
8]

L
ea
rn
in
g
lo
w

le
ve
l
vi
si
on

T
he

pr
op
os
ed

m
et
ho
do
lo
gy

is
th
e
ba
si
c
ap
pr
oa
ch

of
SR

w
hi
ch

is
ba
se
d
on

le
ar
ni
ng

or
ie
nt
ed

m
et
ho
ds
.T

he
m
et
ho
d
ge
ne
ra
te
s

th
e
so
m
e
sy
nt
he
tic

sc
en
e
fo
r
lo
w
-l
ev
el
vi
si
on

pr
ob
le
m
s.

Fu
nd
am

en
ta
l
w
or
k
re
la
te
d
to

le
ar
ni
ng

ba
se
d
m
et
ho
ds
.

20
01

[4
8]

Im
ag
e
an
al
og
ie
s

T
he

re
se
ar
ch

pa
pe
r
ha
s
gi
ve
n
a
tr
ai
ni
ng

ba
se
d
m
et
ho
d.

It
ha
s
tw
o

ph
as
es

on
e
is
de
si
gn

ph
as
e
an
d
ot
he
r
is
th
e
ap
pl
ic
at
io
n
ph
as
e.

So
pa
ir
in
g
ba
se
d
da
ta
is
de
ve
lo
pe
d
w
he
re

on
e
ta
rg
et
im

ag
e

is
cr
ea
te
d
ba
se
d
on

tr
ai
ni
ng

da
ta
.

T
he

da
ta
ba
se

is
re
qu
ir
ed

fo
r
SR

.I
ts

pe
rf
or
m
an
ce

de
pe
nd
s
up
on

th
e
da
ta

se
t
us
ed

fo
r
tr
ai
ni
ng
.

20
08

[6
1]

E
xa
m
pl
e-
ba
se
d
le
ar
ni
ng

fo
r

si
ng
le
im

ag
e
su
pe
r-
re
so
lu
tio
n

an
d
jp
eg

ar
tif
ac
t
re
m
ov
al

T
he

w
or
k
is
ba
se
d
on

th
e
si
ng
le
im

ag
e
su
pe
r-
re
so
lu
tio

n.
T
he

m
ai
n
id
ea

is
to
m
ap

th
e
lo
w
-r
es
ol
ut
io
n
im

ag
e
w
ith

a
hi
gh
-r
es
ol
ut
io
n
im

ag
e
w
hi
ch

is
ba
se
d
on

ex
am

pl
e
pa
ir
s.
It
is
in
vo
lv
in
g
th
e
ke
rn
el
ri
dg
e
re
gr
es
si
on

(K
R
R
)
fo
r
its

im
pl
em

en
ta
tio

n.

T
ra
in
in
g
da
ta
se
t
re
qu
ir
ed

an
d
T
im

e
co
ns
um

pt
io
n
is
hi
gh
.

20
11

[3
9]

N
ew

le
ar
ni
ng

ba
se
d
su
pe
r-

re
so
lu
tio

n:
us
e
of

D
W
T
an
d

IG
M
R
F
pr
io
r

T
he

pr
es
en
te
d
w
or
k
is
an

ad
di
tio

n
to

th
e
pr
ev
io
us
ly

le
ar
ni
ng

ba
se
d

ap
pr
oa
ch
es

w
hi
ch

is
us
in
g
th
e
D
W
T
an
d
IG

M
R
F
pr
io
r
te
ch
ni
qu
es

fo
r
su
pe
r-
re
so
lu
tio

n
of

im
ag
es
.

W
or
k
is
us
in
g
D
W
T
an
d
IG

M
R
F
pr
io
r

te
ch
ni
qu
es

in
cl
ud
es

hi
gh

co
m
pl
ex
ity
.

20
13

[1
41
]

Si
ng
le
Im

ag
e
Su

pe
r-
R
es
ol
ut
io
n

w
ith

M
ul
tis
ca
le
Si
m
ila
ri
ty

L
ea
rn
in
g

T
he

pa
pe
r
is
ba
se
d
on

th
e
w
or
k
of

pa
tc
h
le
ve
l
le
ar
ni
ng

as
th
es
e
m
ay

ex
is
t
in

im
ag
es

in
m
ul
tis
ca
le
.B

as
ed

on
no
nl
oc
al
pr
io
r
re
gu
la
ri
za
tio

n
SR

al
go
ri
th
m

ha
s
be
en

pr
op
os
ed

.

T
he

m
et
ho
d
re
qu
ir
es

th
e
no
n-
lo
ca
l
pr
io
r

re
gu
la
ri
za
tio
n
w
ith

hi
gh

co
m
pu
ta
tio
n.

20
13

[1
40
]

L
an
dm

ar
k
Im

ag
e
Su

pe
r-
R
es
ol
ut
io
n

by
R
et
ri
ev
in
g
W
eb

Im
ag
es

w
or
ke
d
on

ex
am

pl
e
ba
se
d
m
et
ho
d
la
nd
m
ar
ke
d
fr
om

in
te
rn
et

co
rr
el
at
ed

im
ag
es

fo
r
up
sc
al
in
g

re
qu
ir
es

da
ta
ba
se

fr
om

in
te
rn
et

20
14

[1
16
]

L
ea
rn
in
g
fr
om

E
rr
or
s
in

Su
pe
r-
R
es
ol
ut
io
n

T
hi
s
pr
op
os
ed

ap
pr
oa
ch

is
a
m
et
ho
d
ba
se
d
on

le
ar
ni
ng

fr
om

th
e
er
ro
rs

in
es
tim

at
io
ns
.I
t
in
cl
ud
es

a
lo
w
-r
an
k
de
co
m
po
si
tio

n
te
ch
ni
qu
e
fo
r
th
e

es
tim

at
io
n
an
d
ob
ta
in
in
g
th
e
hi
gh
-r
es
ol
ut
io
n
im

ag
es
.

It
in
cl
ud
es

th
e
lo
ng

te
rm

co
m
pu
ta
tio

n
an
d

lo
w

ra
nk

de
co
m
po
si
tio

n
fo
r
th
e

le
ar
ni
ng

pr
oc
es
s.

20
16

[4
2]

Im
ag
e
su
pe
r-
re
so
lu
tio

n
ba
se
d
on

th
e

pa
ir
w
is
e
di
ct
io
na
ry

se
le
ct
ed

le
ar
ni
ng

an
d
im

pr
ov
ed

bi
la
te
ra
l
re
gu
la
ri
za
tio

n

A
pa
ir
w
is
e
di
ct
io
na
ry

se
le
ct
ed

le
ar
ni
ng

(P
D
SL

)
is
ba
se
d
on

ex
te
rn
al

le
ar
ni
ng
.T

hi
s
m
et
ho
d
us
es

th
e
bi
la
te
ra
l
re
gu
la
ri
za
tio

n
fo
r
ed
ge

re
se
rv
at
io
n
an
d
av
oi
ds

th
e
fi
ct
iti
ou
s
in
fo
rm

at
io
n.

T
hi
s
m
et
ho
d
re
qu
ir
es

lo
ng

co
m
pu
ta
tio

n
in
cl
ud
in
g
bi
la
te
ra
l
re
gu
la
ri
za
tio

n
ca
lc
ul
at
io
ns

fo
r
ed
ge

pr
es
er
vi
ng
.

20
16

[1
21
]

A
nc
ho
re
d
N
ei
gh
bo
rh
oo
d
R
eg
re
ss
io
n

ba
se
d
Si
ng
le
Im

ag
e
Su

pe
r-
R
es
ol
ut
io
n

fr
om

Se
lf
-E
xa
m
pl
es

T
hi
s
m
et
ho
d
is
ba
se
d
on

se
lf
-i
m
ag
e
ba
se
d
le
ar
ni
ng
.

It
us
es

th
e
sa
m
pl
ed

im
ag
e
pa
tc
he
s
fr
om

sa
m
e
im

ag
e

as
th
e
an
ch
or

po
in
ts
.T

he
an
ch
or
ed

po
in
ts
le
ar
ns

th
e

L
R
-H

R
re
la
tio

n
fr
om

se
lf
-i
m
ag
e
ex
am

pl
es

by
us
in
g
A
nc
ho
re
d

N
ei
gh
bo
rh
oo
d
R
eg
re
ss
io
n
an
d
do

no
t
re
qu
ir
e

ex
te
rn
al
tr
ai
ni
ng

im
ag
es
.

T
he

m
et
ho
d
re
qu
ir
es

th
e
A
nc
ho
re
d

N
ei
gh
bo
rh
oo
d
R
eg
re
ss
io
n
fo
r
L
R
-H

R
pa
tc
h
le
ar
ni
ng

fr
om

se
lf
-i
m
ag
e,
so

co
m
pu
ta
tio

na
l
tim

e
is
hi
gh
.

20
17

[1
15
]

Pa
ir
w
is
e
O
pe
ra
to
r
L
ea
rn
in
g
fo
r

Pa
tc
h-
B
as
ed

Si
ng
le
-I
m
ag
e
Su

pe
r-
-

R
es
ol
ut
io
n

In
th
is
w
or
k
re
gr
es
si
on

op
er
at
or

ha
s
be
en

us
ed

to
m
ap

th
e
lo
w
-r
es
ol
ut
io
n
pa
tc
he
s
to

hi
gh
-r
es
ol
ut
io
n
al
on
g

w
ith

le
ft
an
d
ri
gh
t
m
ul
tip
lic
at
io
n
op
er
at
or
s

A
lth

ou
gh

in
cl
ud
es

fe
w
er

st
or
ag
e
da
ta

st
ill

re
qu
ir
es

hi
gh

co
m
pu
ta
tio

ns
.

Multimedia Tools and Applications (2020) 79:1641–1672 1651



properties of an image, like the model shown in Fig. 8. The image super-resolution by sparse
representation has been suggested in references [1, 26, 62, 66, 77, 81, 132]. These methods
include the sparse image patch prior calculations from the dictionaries. The researchers had
worked on mixed estimators for l1 and l2 norms for the dictionary coefficient blocks
calculations [77]. In the methods based on patch prior, it is presumed that LR and equivalent
HR patches are on the same manifold in L1 space. The HR patch can be estimated from same
convex combination which is present for LR patches i.e. sparse convex combinations in a
dictionary. The approach is based on learning of coupled dictionary from LR-HR patch feature
space. As per literature, there are various extensions for these sparse estimators [25, 88, 131].
Multiple dictionaries could also be included in spite of a single dictionary [88]. Semi coupled
dictionary concept has been used for LR to HR conversion in reference [131]. This category of
methods also produces the good quality of results and comparable to other methods. Table 4
represents the detailed survey of this category of methods.

4.5 Soft Computing (Neural and fuzzy) based Super-resolution

In recent time, it has been observed that there is a good evolution of methods for image
processing based on soft computing like neural networks and fuzzy systems (Fig. 9). Fuzzy
system based image processing deals with the various approaches of fuzzy systems that are
useful in image processing and includes the fuzzification / defuzzzification of data. These
methods also include their applications in the areas like image up-scaling, image filtering,
removal of image noise, image segmentation and image interpretation [10, 15, 22, 33, 34, 51,
68, 69, 72, 82, 85, 95, 99, 100, 107, 126, 135]. Some Image upscaling related methods have
been developed using the fuzzy sets which are useful for Super Resolution [8, 17, 18, 83, 89,
122]. The fuzzy based methods can be combined with interpolation based SR approaches as
well as with learning based SR approaches in order to provide the improvements in SR results
[18, 83]. Fuzzy rule based systems are based on imprecision which is the practical situation of
every event in reality. It manages the imprecision along with the expert knowledge of the field.
Fuzzy based methods are very useful for the development of learning algorithms useful in
computer vision. As these are the knowledge based methods and work in a nonlinear way, so
these methods deal with the artifacts in a very robust way. Table 5 lists the work of SR done
with the fuzzy based methods.

In the More recent literature for the Single Image based Super resolution, Neural network
based Deep learning related methods has been suggested [23, 24, 45, 63, 64, 71, 103, 136, 138,
142]. In the last 10 years, the Super Resolution approaches developed on neural networks with

Fig. 7 Edge directed SR Model
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Table 3 Edge directed SR based Methods

Year
/reference

Title Description Constraints

2001 [70] New edge directed interpolation The proposed work is an
advancement of previous work
done in the interpolation. This
paper is based on the estimation
of the co-variance of a
high-resolution image by estimat-
ing the local co-variance of
low-resolution which is based on
the low-resolution covariance and
the high-resolution covariance
geometric duality.

Edge detection is required
with co-variance calcu-
lations.

2007 [36] Image upsampling via imposed
edge statistics

The research paper proposed a
method based on the statistical
dependency of edge features of
different resolution of images.
Moreover, it makes the resultant
images sharper.

Feature extraction is
required for edge
detection.

2007 [20] Soft edge smoothness prior for
alpha channel
super-resolution

This work has proposed an effective
method for super-resolution
which is based on the effective
image prior. It has proposed a soft
edge smoothness prior which is
especially for soft edges that re-
veal gradual intensity transitions.

Image prior calculations
are required for the soft
edge smoothness.

2008
[108]

Image super-resolution using
gradient profile prior

In this approach, super-resolution of
the image is achieved based on
the gradient profile prior. Gradient
Profile prior (GPP) is a parametric
prior relating the shape and the
sharpness of the image gradients.
Here learning of GPP from natural
image data set is used to construct
the high-resolution image.

Gradient profile prior is
required from image
data set.

2011
[109]

Gradient profile prior and its
applications in image
super-resolution and enhance-
ment

The proposed methodology is related
to the work presented in [108].
This paper has proposed a generic
image prior-gradient profile prior
to super-resolution image con-
struction.

Pre-Gradient profile
learning is required.

2013
[130]

Edge-Directed Single-Image
Super-Resolution Via Adap-
tive Gradient Magnitude
Self-Interpolation

In this research work, an adaptive
gradient combined with the
interpolation has been used to
implement the edge directed
single image super-resolution .

Adaptive gradient
magnitude self- inter-
polation needs to be
implemented .

2015 [76] Image super-resolution via hy-
brid NEDI and wavelet-based
scheme

In this work low frequency
information is obtained with
wavelet based processing and the
new edge directed method
(NEDI) is combined to obtain
better results.

Complexity has increased
as it is a hybrid method
leading to more
computation.

2016 [67] An edge-guided image interpo-
lation method using Taylor
series approximation

The presented work is a new method
which includes the calculations of
edges by using the 1st and 2nd
derivatives of the image and then
Taylor series is used for
interpolation in 4 directions.

Performance depends
upon the geometric
calculation of edges.
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deep convolutional Network have sharply increased. These approaches have shown good
performance as compared to other SR methods. The main reason behind these developments is
the advancements in hardware for fast computation with which efficiency of these methods
have evolved [13, 23, 24, 45, 46, 63–65, 71, 103, 136, 138, 142, 143]. This category based
approaches uses the neural networks which requires the training in the initial stage. That
training of the network crucially decides the quality of output from these kind of methods. The
performance of these systems also depends upon the quality of training database and mostly
provides the state of art results with good training. The initial time to train the network might
be high but once the network is trained, afterwards it produces the required results with
acceptable time. The training time of network can also be further reduced with the advance-
ment of GPU and other related hardware. Table 6 shows the main publications related to this
category.

4.6 Miscellaneous methods

In literature, there are also some methods which are present in addition to previous categories,
like Maximum aposteriori (MAP) framework, wavelet based methods, regularization based SR
approaches [44, 43, 84, 111]. These methods are similar to previous methods however the
approach used in these methods is some different from defined categories. Maximum
aposteriori (MAP) framework can be used for motion estimation and segmentation along with
Super resolution of images [44, ]. In the presence of noise, the wavelet transform based
approach can also be useful for super-resolution and it can be combined with other approaches
to achieve the SR [84, 111]. Based on the combination of different approaches, some methods
are also developed for the specific robust environments like web images/videos transmissions
[134]. Table 7 includes miscellaneous type of methods of SR as below.

4.7 Comparison of Single image based SR methods

In order to bring the study to a single platform the performance of various existing single
image based SR methods from literature review have been observed. Based on above
mentioned study this has been found that Interpolation based SR methods are traditional and
fastest Super Resolution methods. Algorithms based on interpolations perform faster in
comparison to other methods, but sometimes lacks fine details [50, 53, 96, 125, 133, 144].
Therefore, there is still scope of improvement in their performances. Edge adaptive methods

Fig. 8 Sparsity based SR Model
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basically work on reconstruction models which are edge directive. These methods use various
edge directive reconstruction models to get sharp edges for SR imaging [20, 36, 67, 76, 108,
109, 130], thus are more complex as compared to interpolations based methods. Learning or
training based methods use learning based approaches [38, 39, 48, 61] using a training
database with a set of LR/HR images pairs. A detailed HR image is re-constructed based on
Learning from these pairs. The output image quality depends upon the training dataset and
wrong selection could lead to different results [36]. Learning based methods requires training

Fig. 9 Soft Computing based SR model

Table 5 Fuzzy based SR Methods

Year
/Reference

Title Description Constraints

1997
[122]

Edge preserving interpolation
of digital images using
fuzzy inference

The presented work is a very
basic approach of fuzzy
inference for edge
preservation.

Fuzzy inference modeling
required

2000 [17] 2-D discrete signal
interpolation and its image
resampling application
using fuzzy rule-based in-
ference

Fuzzy inference based concept
further enhanced for image
interpolation approach.

Image resampling and fuzzy
rule based inference required

2010 [18] Locally edge-adapted distance
for image interpolation
based on genetic fuzzy sys-
tem

Edge adaptive interpolation has
been used with genetic
algorithm for giving better
results in image interpolation.

Genetic algorithm required
along with the fuzzy system

2013 [83] Example based
super-resolution using
fuzzy clustering and sparse
neighbor embedding

Learning based approach has
been combined with sparse
neighbor embedding and for
fuzzy clustering in order to
achieve the Super-resolution.

A hybrid method using sparsity
and example database with
fuzzy logic. Complexity is
high .

2013 [89] Fuzzy-rule based approach for
single frame
super-resolution

Single image frame based
super-resolution using fuzzy
rule based system has been
explained under this paper .

Single frame based approach
more practical, however, the
complexity involved in the
fuzzy based system.

2015 [8] Fuzzy based super-resolution
multispectral image com-
pression with improved
SPIHT

Multi spectral image
compression with improved
SPIHT has been implemented
with Fuzzy based modeling.

Requires to change the
compression technique.
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of data, which is very crucial for these methods, but the process is very time consuming
although giving satisfactory performances [42, 115, 116, 121, 141]. Sparsity based methods
require dictionary based models [25, 26, 62, 77, 88, 131, 137] and patch based dictionary

Table 7 Miscellaneous SR Methods

Year
/reference

Title Description Constraints

1997 [44] Joint MAP registration and
high-resolution image estima-
tion using a sequence of
under-sampled images

The research paper has proposed a
method for estimating the
high-resolution image from un-
der sampled low-resolution im-
ages. This method jointly
estimates image registration
parameters and the
high-resolution image with a
maximum a posteriori (MAP)
framework.

Maximum aposteriori
(MAP) framework pre
requirement

2007
[120]

Edge-adaptive super-resolution
image reconstruction using a
Markov chain Monte Carlo ap-
proach

In this work, for implementing the
super-resolution of images the
Markov chain Monte Carlo
(MCMC) technique has been
used. In order to further en-
hance the performance an
edge-adaptive MCMC frame-
work has been proposed which
enhances the edges information
of images.

A reconstructed
high-resolution image is
too smooth may lose
much detailed informa-
tion

2000 [84] A wavelet-based interpolation--
restoration method for
superresolution,

This paper has proposed a wavelet
based interpolation restoration
approach for super-resolution.
This approach has less
computation burden due to the
advantage of the regularity as
well as structure inherent in
interlaced data used in the
interpolation.

Wavelet based approach
has been used in the
work.

2007 [] A MAP approach for joint motion
estimation, segmentation, and
super-resolution

The presented work has proposed
a method which sensibly
combines motion estimation,
segmentation, and
super-resolution together. It is
done by maximum a posteriori
(MAP) framework. This paper
proposes a joint formulation for
a complex super-resolution
problem.

A hybrid method leading to
much consumption.

2010
[134]

Robust Web Image/Video Super--
Resolution

The research paper combines
adaptive regularization and
learning-based super-resolution
for obtaining the practical solu-
tion of super-resolution .

The work is focused on
web images/videos.

2016
[111]

Single picture super-resolution of
natural images using
N-Neighbor Adaptive Bilinear
Interpolation and absolute
asymmetry based wavelet hard
thresholding.

The work is based on single image
super-resolution of images with
N- neighbor adaptive bilinear
interpolation combined with the
wavelet hard thresholding for
better visual results.

This method is again a
hybrid method based on
wavelet and adaptive
thresholding.
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learning is there, which is similar to example learning based methods. Sparsity based SR
methods are also giving good comparable results. Recently deep learning based methods
derived from neural networks are also becoming more popular [23, 24, 45, 63, 64, 71, 103,
136, 138, 142]. Moreover, convolutional neural network based models are becoming more
famous because of their good performance. Once the network is trained these methods perform
faster than learning based methods, giving better results, but require huge amount of data for
trainings and high end GPUs for processing of trainings.

4.7.1 Qualitative analysis

In order to explore the qualitative comparison of the SR methods, a qualitative analysis of the
performance of high resolution images has been performed. Simulations have been performed
for each class of methods, at least one recent state of the art method from each category of SR
has been taken for the performance analysis. Well known qualitative matrices like PSNR,
SSIM along with the computational time have been used to compare different existing SR
methods for multiple scaling factors. The high resolution image results obtained from state of
art SR methods for multiple scaling factors (SF) using ‘Lena’ test image shown in Fig. 10a
have been presented in, Figs. 11 and 12. Fig. 11 demonstrates the super resolved images with
scaling factor of ‘2’ and Fig. 12 shows the super resolution image results for the scaling factor
of ‘4’.

The comparison of visual quality of High resolution images has been shown in Fig. 11 and
in Fig. 12. Tables 8, 9 and 10 demonstrates the simulations results in terms of well-known
quality matrices PSNR and SSIM along with the computational time for different SR methods.
Table 8 and Table 9 are for scaling factor of ‘2’ with different size of input images and in
Table 10 results have been given for the scaling factor ‘4’. Results presented in Tables 8, 9 and
10 demonstrates that computational time is least in case of fundamental interpolation based
methods, however the quality of the output image is average as shown in Figs. 11 (b), (c) and
12 (b), (c). Bicubic interpolation performs better in terms of PSNR and SSIM than the bilinear
interpolation at different scaling factors of ‘2’ and ‘4’. An edge oriented method proposed in

Fig. 10 Test Image ‘Lena’ of different sizes
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NEDI [70] switches among bilinear and covariance based adaptive interpolation for the
reconstruction of high resolution image that gives good visual quality for both scaling factors
as shown in Figs. 11 (d) and 12(d). With reference to the Tables 8, 9 and 10, the computational
complexity and time for this method has been increased with moderate PSNR with better
visual quality than the interpolation based methods at different scaling factors of ‘2’ and ‘4’. In
the next method [137] (ScSR), it is a Sparsity based method which works on dictionary based
usage. The performance time of ScSR may vary depending upon the level of dictionary used.
In simulations results as given Tables 8, 9 and 10, it has been observed that ScSR [137] has
given good PSNR and SSIM value, however at the same time it takes the higher computational

Fig. 11 (a) –(h) High resolution Images obtained using various existing SR methods with scaling factor of ‘2’ for
input ‘Lena’ image (128 × 128)
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Fig. 12 (a) – (h) High resolution Images obtained using various existing SR methods with scaling factor of ‘4’
for input ‘Lena’ image (128 × 128)>
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time. The visual results shown in Figs. 11e and 12e for scaling factor of ‘2’ and ‘4’ are also
good. In case of self-example based method [121], it is a learning based method which uses the
anchored neighborhood regression for the LR to HRmapping. This method has given the good
results in terms of PSNR and SSIM but computational time is higher than all other considered
methods. The visual quality of method shown in Figs. 11f and 12f is sharper than ScSR
[137].SRCNN [24] is based on convolutional neural network, the performance of the method
depends upon the training of neural network. VDSR [63] is based on very deep learning where
residual learning based network has been used and its performance is faster than SRCNN.
SRCNN and VDSR have given the good results in terms of visual quality as given Figs. 11(g-
h) and 12(g-h). In Tables 8, 9 and 10, both PSNR and SSIM values for SRCNN and VDSR are
comparable to the other state of art methods like ScSR and self-learning based methods.
However, these methods required to pre-train their network in order to get good results. The
residual training concept was used in VDSR which was not used in SRCNN and has taken
lesser computational time than SRCNN. Neural network based method specially based on
Deep neural networks, take much time to train the network i.e. from hours to days, but once
network model is trained, in future that network may result in good performance for SR. It is to
mention that the performance of all these methods may vary depending upon the hardware and
other parameters used for the execution of these methods, however the comparative perfor-
mance almost remains same and can be generalized. In order to generalize and to summarize the

Table 9 Comparison of different SR Methods using PSNR, SSIM indices along with the computational time for
Scaling factor of ‘2’ for input ‘Lena’ image (256 x 256)

Input Image Size
[Pixels]

SR Method Scaling
Factor

PSNR SSIM Computational
Time (Sec)

Output Image Size
[Pixels]

256 X 256 Bilinear
Interpolation

2 31.8635 0.9826 0.0844 512 X 512

256 X 256 Bicubic
Interpolation

2 32.9749 0.9862 0.1069 512 X 512

256 X 256 NEDI [70] 2 32.0461 0.9850 43.5115 512 X 512
256 X 256 ScSR [137] 2 34.0972 0.9891 223.5925 512 X 512
256 X 256 Self-learning

[121]
2 34.2671 0.9894 1233.4121 512 X 512

256 X 256 SRCNN [24] 2 34.3555 0.9897 32.7591 512 X 512
256 X 256 VDSR [63] 2 33.1496 0.9874 11.6180 512 X 512

Table 8 Comparison of different SR Methods using PSNR, SSIM indices along with the computational time for
Scaling factor of ‘2’ for input ‘Lena’ image (128 × 128)

Input Image
Size
[Pixels]

SR Method Scaling
Factor

PSNR SSIM Computational
Time (Sec)

Output Image
Size
[Pixels]

128 × 128 Bilinear
Interpolation

2 30.1098 0.9778 0.0722 256 × 256

128 × 128 Bicubic
Interpolation

2 31.4441 0.9832 0.0908 256 × 256

128 × 128 NEDI [70] 2 31.0722 0.9804 9.7178 256 × 256
128 × 128 ScSR [137] 2 33.1741 0.9883 50.8581 256 × 256
128 X 128 Self-learning [121] 2 33.3919 0.9887 1105.5649 256 X 256
128 X 128 SRCNN [24] 2 33.5772 0.9892 5.1280 256 X 256
128 X 128 VDSR [63] 2 32.0081 0.986 2.8581 256 X 256
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comparison based on the study of literature and analysis, a comparison between different SR
techniques has been presented in tabular form in Table 11.

4.8 Survey Comparison

Super resolution is a very important and classic problem in the image process. It is still an
active area of research and many researchers have given their valuable contribution in this area.
There are some other survey papers published in the literature [4, 27, 47, 55, 79, 94] which
have discussed the various Super Resolution methods. The brief comparative details of year
wise surveys are presented in Table 12.

In the proposed survey, an effort has been made to cover all types of the single image based
SR techniques. In the presented work firstly challenges of Super Resolution have been stated
and then as possible solutions based on different techniques from literature have been
presented. In comparison to previous surveys, identified challenges of SR methods along with
their year wise progress in different techniques has been explained. In the presented work, each

Table 11 Comparison of single image based super resolution (SISR) Methods

Super Category Method’s Working Model Training
data Set

Output
Results
Quality

Computation
Requirements

Time
consumption

Interpolation
based SR

Mainly new pixels are
calculated based on
original neighbor pixels.

No Average Lesser Least compared
to other
methods

Learning based SR Based on HR and LR pair
based learning

Yes Good Very high Very high

Edge adaptive
based SR

Reconstruction based on edge
information

No Average
sharp

Average Average

Sparsity based SR Dictionary based learning
Model

Yes Good High High

Deep Learning/
Neural Network
based Methods

Deep learning for
Convolutional Neural
Network based models

Yes Highest High Firstly high for
training
afterwards
lesser

Fuzzy Network
based Methods

Fuzzy inference Models
are involved

Yes Good Complex High

Table 10 Comparison of different SR Methods using PSNR, SSIM indices along with the computational time
for Scaling factor of ‘4’ for input ‘Lena’ image (128 x 128)

Input Image
Size
[Pixels]

SR Method Scaling
Factor

PSNR SSIM Computational
Time (Sec)

Output Image
Size
[Pixels]

128 X 128 Bilinear
Interpolation

4 27.9215 0.9617 0.0740 512 X 512

128 X 128 Bicubic Interpolation 4 28.6162 0.9655 0.0923 512 X 512
128 X 128 NEDI [70] 4 28.0534 0.9619 44.6136 512 X 512
128 X 128 ScSR [137] 4 29.6868 0.9713 305.5819 512 X 512
128 X 128 Self-learning [121] 4 29.6698 0.9712 1071.6568 512 X 512
128 X 128 SRCNN [24] 4 29.7881 0.972 26.6579 512 X 512
128 X 128 VDSR [63] 4 29.6537 0.9713 11.7791 512 X 512
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method’s literature review has been included. In order to summarize the proposed study,
Figs. 13 and 14 represents the diagrammatic approach of complete work. In Fig. 13, Distri-
bution of Research Papers selected by publication year has been presented. Fig. 14 represents
the distribution of Research Papers selected as per methods for Single image based Super-
resolution.

5 Conclusions

In the proposed work various issues related to the implementation of Super Resolution (SR)
along with Single Image based Super Resolution implementation methods published in
literature have been presented. Basically, super-resolution is an inverse problem, considerably
there are various challenges to achieve it. It is one of the classic problems where various
researchers have given their contribution by proposing various methods in order to implement
the Super-resolution. Details of various techniques for Single image based Super resolution

Table 12 Year wise surveys comparison on Super Resolution

Year/
Reference

Title Content/Classification Scope Constraints

2013 [94] Survey on Single
image Super
Resolution
Techniques

In the presented survey
Different
Techniques on the
single image based
SR has discussed.

The work includes the
Single image based
techniques upto year
of publication

Recent methods of
Deep learning based
SISR methods not
included; The
presented survey is
upto 2013.

2016 [55] A Survey on Single
Image Super
Resolution
Techniques

Various Methods of
Single Image Super
Resolution are
briefly presented.

The study is based on
Single Image Super
Resolution

limited number of
papers are covered.

2017 [4] Single Image Super
Resolution
Algorithms: A
Survey and
Evaluation

Based on algorithms
categorization has
been presented with
evaluations.

Work is including only
Single Image based
Super Resolution with
numerical evaluation.

Some conventional
Algorithms are not
included in the
survey.

2017 [79] Single-Image
Super-Resolution
Techniques: A Re-
view

Work is presenting the
Single image super
resolution (SISR)
Based on methods

Work is only including
the Single image
based Super
Resolution.

limited number of
papers discussed.

2017 [47] Multimedia
super-resolution
via deep learning:
a survey

Deep learning based
Image Super
Resolution has been
explained

Presented work is based
on Multi image based
Deep learning based
methods.

Only deep earning
based methods have
been included in the
survey.

2018 [27] Literature Review on
Single Image
Super Resolution

Super resolution
Technique based
division has been
briefly presented.

Only a single image
based SR covered

The survey covers the
limited research in
the related field.

Proposed
Survey

Survey on Single
Image based
Super-resolution
—Implementation
Challenges and
Solutions

In the proposed work,
challenges and
detailed survey of all
SISR method are
listed with
comparison.

Single image based
survey covering all
published techniques
including deep
learning based recent
methods.

Focused on single
image based
methods.
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from beginning to current methods have been discussed in the paper. The comparison based on
simulations is also presented for various state of art methods. However, depending upon the
particular application, suitable SR technique could be selected. Moreover, in today’s time,
everything is digital and need for data transportation is increasing which may also contain

Fig. 13 Distribution of Research Papers selected by publication year

Fig. 14 Distribution of Research Papers selected as per methods for Single image based SR
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multimedia data i.e. images and videos. Therefore, many times images are compressed or
converted to low resolution with various standards and clearly there is always a need for the
reverse process of compression like Super-resolution. As a conclusive remark, it could be
stated that there is a basic need of low computational fast SR methods which could be
implemented for real time applications with acceptable quality of resultant images.
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