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Abstract

Image segmentation is the basis of image analysis, object tracking, and other fields. How-
ever, image segmentation is still a bottleneck due to the complexity of images. In recent
years, fuzzy clustering is one of the most important selections for image segmentation,
which can retain information as much as possible. However, fuzzy clustering algorithms
are sensitive to image artifacts. In this study, an improved image segmentation algo-
rithm based on patch-weighted distance and fuzzy clustering is proposed, which can be
divided into two steps. First, the pixel correlation between adjacent pixels is retrieved based
on patch-weighted distance, and then the pixel correlation is used to replace the influ-
ence of neighboring information in fuzzy algorithms, thereby enhancing the robustness.
Experiments on simulated, natural and medical images illustrate that the proposed schema
outperforms other fuzzy clustering algorithms.

Keywords Fuzzy clustering - Image segmentation - Patch-weighted distance - Pixel
correlation

1 Introduction

Due to wide application and great importance in different computer vision tasks [11, 14,
15], image segmentation has been extensively studied for decades. In essence, image seg-
mentation is to divide a given image into multiple disjointed parts [16]. Therefore, image
segmentation can change the representation of a given image to something that is more
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meaningful and easier to analyze. For example, image segmentation in computer vision is
typically used to locate objects and boundaries, and assigns a label to the pixels that shar-
ing certain characteristics. In medical image analysis, image segmentation is the division
of a medical image into different organs or tissues, or the division of a tissue into normal
or abnormal parts, which is helpful for clinical decision support systems [19, 26]. Cur-
rently, various algorithms are proposed for image segmentation, such as fuzzy clustering
algorithms [9, 12, 18], CNN-based algorithm [20], graph-based algorithms [10], Markov
random field (MRF) [25], active contour model [29], watershed method [6], threshold-
based algorithms [22], and so on. The goal of this paper is to explore the fuzzy clustering
algorithms.

Fuzzy C-means, abbreviated as FCM, is a typical fuzzy clustering algorithm in image
segmentation. In FCM, one pixel can be assigned to multiple clusters with different mem-
bership at the same time. Compared with those “hard” algorithms, such as k-means,
more information can be retained during image segmentation, and better results will be
retrieved [8]. In traditional fuzzy clustering algorithms, the essence of image segmenta-
tion is to minimize the weighted distance between the pixels and corresponding clustering
centers. However, traditional fuzzy clustering algorithms are sensitive to image artifacts
because they do not consider spatial information. To solve this problem, many improved
algorithms were proposed, such as a bias-corrected version of FCM(BCFCM) [1], a fast
generated fuzzy c-means(FGFCM) [5], the fuzzy local information C-means clustering
algorithm(FLICM) [17], and so on. In these improved algorithms, various neighboring
information were added to the objective function, and the segmentation results are enhanced
to some extent. However, when the noise level is high, the results of these algorithms are
poor, which will be presented later. To enhance the results, more information are utilized in
the process of image segmentation, not limited to information provided by neighboring pix-
els. Hence, these information are called non-local information. Though the performance is
better, the efficiency is poor due to considering more information. Therefore, an improved
fuzzy clustering algorithm is required to be proposed, in which pixel correlation between
adjacent pixels will be accurately measured, and a smaller search window is sufficient to
improve the efficiency while retaining good performance.

The rest of the paper is organized as follows. Section 2 give an introduction of typical
fuzzy clustering algorithms, as well as the advantages and disadvantages of the correspond-
ing algorithms. The improved segmentation algorithm will be described in Section 3, and
then the segmentation results of different algorithms on various images will be presented.
Based on the segmentation results, error analysis will be presented in Section 5. Finally, a
short but important conclusion will be drawn.

2 Related work

This section will introduce typical fuzzy clustering algorithms for image segmentation,
including FCM, BCFCM, enhanced FCM(EnFCM) [24], FLICM, and improved FCM with
non-local information [27].

2.1 FCM

Fuzzy C-means was proposed by Dunn and later extended by Bezdek [4]. In FCM, the

membership u;; € [0, 1] is introduced to measure the belonging of pixels to corresponding
clusters. If u;; = 0, the j-th pixel does not belong to the i-th cluster, and if u;; = 1, the

@ Springer



Multimedia Tools and Applications (2020) 79:633-657 635

Jj-th pixel is surely to be the member of the i-th cluster. In essence, the target of FCM is to
minimize the weighted distance between pixels and corresponding clusters. Formally,

C n
F=3 3wl (e —u)’, (1)
i=1 j=1
where C is the pre-defined number of clusters, n is the number of pixels in the given image,
x; is the intensity value of the j-th pixel, v; is the i-th cluster center, and m > 1 is the
parameter to control the fuzziness of the results. In fuzzy clustering algorithms, the mem-
bership w;; is under the constraints Ziczlu,- 7 = 1 for all pixels. To minimize the objective
function in (1), Lagrange multiplier method is adopted, and the following function will be

constructed.
C n ) n C
SR ICIEERIES 91 bt ) o
i=1 j=1 j=1 i=1
Based on 3 = 0 and % = 0, the cluster center and the membership can be updated

iteratively in the process of minimizing (1), formalized as follows.
Z Jj= lu“z j xJ
PRIV

1
Wij = “
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When the objective function in (1) is minimized, the segmentation is accomplished by
defuzzification. That is to say, the j-th pixel will be classified to the k-th cluster, where

3

v =

wkj = arg; max{u;;}. ©)

As is shown in (1), only the pixel intensity is utilized. When the pixel is contami-

nated by image artifacts, FCM performs poor and cannot achieve good performance. Also,

the objective function is minimized by updating the membership and cluster center iter-

atively, resulting in poor efficiency. In order to solve these problems, many researchers

improved FCM by considering more information in the process of image segmentation.
Typical improved ones are introduced in subsequent subsections.

2.2 BCFCM

To overcome the sensitivity of FCM to image artifacts, Ahmed proposed a bias-corrected
version of FCM, denoted as BCFCM. In BCFCM, neighboring information is utilized to
enhance the performance, and the target is to classify the neighboring pixels into the same
cluster as much as possible. The objective function of BCFCM is defined as

C n
F=Y )" ,uf’}df,—l——Zuu AP ©)

i=1 j=I rEN

where N is the set of neighboring pixels centering around the j-th pixel, and Ng is the
corresponding cardinality. « is one parameter, controlling the impact of neighboring pixels
on the central one.

As is shown in (6), the distance between the neighboring pixels and related clusters will
affect the membership of the central pixel to corresponding clusters. Concretely, if d;, is
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large, u;; in the latter part will be small to minimize the objective function, meaning the
belonging of the central pixel to related cluster is depressed. On the contrary, when d;, is
small, that is, the neighboring pixel is close to the cluster, the membership of central pixel
can be large. By considering these neighboring information, BCFCM is more insensitive to
image artifacts, compared with FCM. However, considering more information means low
efficiency. Aiming at this problem, Chen proposed two improved algorithms of BCFCM [7],
named BCFCMS1 and BCFCMS?2. In the two improved versions, neighboring information
will be retrieved with median or mean filter beforehand, and the efficiency can be improved.

2.3 EnFCM

To improve the efficiency of FCM in image segmentation, Szilagyi proposed EnFCM, an
enhanced version of FCM. In EnFCM, image segmentation is performed on the histogram
of the given image and can accomplish in less than 1 second. This is because that the number
of pixels is much higher than that of intensity levels. In EnFCM, the objective function is

defined as
C 255

F=Zzyju“ijdi2j’ (7)

i=1 j=0

where y; is the number of pixels with intensity value j. Obviously, y; satisfies Z?SZSO Vi =
n. To improve the robustness, the given image will be filtered beforehand. Formally,

1 o
/ P . .
X; = Tra X + N jEEN. Xj | (8)

where x/ and x; are the intensity values of the i-th pixel in the filtered and original image,
and the meanings of other symbols are the same as those in BCFCM. In BCFCM and
EnFCM, the impact factor of neighboring pixels on the central one is controlled by o, which
is one constant and is often adjusted by try and error. Commonly, not all neighboring pixels
have similar intensities with the central pixel, which means that classifying the neighbor-
ing pixels and the central pixel into one cluster is not suitable. Aiming at this problem, Cai
proposed FGFCM, in which « is replaced with the pixel correlation between corresponding
pixels.

2.4 FLICM

The segmentation results of the improved algorithms mentioned above are affected greatly
by related parameters, which should be adjusted in the process of segmentation. Aiming
at this problem, Krinidis and Chatzis proposed FLICM. In FLICM, one fuzzy factor is
proposed to replace o in BCFCM and EnFCM, which is defined as follows.

1 2
Gij = U= i)™ e = vill%, 9
j E,d_/r-i—l( wir)" Xy — vil ©)

where d, is the Euclidean distance between the j-th pixel and the r-th pixel. With G;;, the
objective function of FLICM can be defined as follows.

C n
F=Y 3 [uie;—w?+Gy). (10)

i=1 j=1
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As shown in (10), there is no other parameters except the number of clusters. That is to
say, FLICM is free of parameters. With the application of G;;, the membership of all pixels
in the neighboring pixels, whether they are contaminated by image artifacts or not, will
converge to a similar value [12]. Therefore, FLICM can enhance the robustness of fuzzy
algorithms.

2.5 NLFCM

Though the algorithms mentioned above can retrieve good results in image segmentation,
they perform poor when noise level is high. To enhance the results farther, Zhang et al.
improved FLICM with non-local information(NLFCM). In the fuzzy factor of NLFCM,
the relationship between neighboring pixels is measured by pixel correlation instead of
Euclidean distance. As is shown in BCFCM and FLICM, only neighboring pixels have
impact on the central pixel due to the limited size of N;. In NLFCM, pixel correlation is
pre-computed, and can be well incorporated into the fuzzy factor of FLICM. With the help
of pixel correlation, more and more information can be utilized in the process of image
segmentation, not limited to neighboring pixels. In NLFCM, the fuzzy factor is defined as
follows.

Gij = Z SGL R — @i e — vl (11)

.
kewj

where S(j, k) is the pixel correlation between the j-th pixel and the k-th pixel, and w;
is the search window centering around the j-th pixel with radius . With the novel fuzzy
factor, NLFCM can utilize more information and can retrieve good performance. However,
utilizing more information means low efficiency. It will take more than several hours for
NLFCM to perform segmentation and the efficiency cannot be accepted.

2.6 Motivation

As mentioned before, different improved algorithms have their disadvantages. To retrieve
good performance, an improved FCM algorithm will be presented in this study, which is the
improved version of NLFCM and FLICM. The essence of the proposed algorithm is to make
those similar pixels play positive role in image segmentation. In the proposed algorithm, the
most important task is to measure pixel correlation accurately. Compared with NLFCM, the
size of the search window in the proposed algorithm does not need to be so large, and the
efficiency can be improved greatly. In addition, with accurate pixel correlation, those “true”
similar pixels will play positive role in image segmentation, resulting in good performance
and improved efficiency.

Therefore, the proposed algorithm can be divided into two steps. First, pixel correlation
model between adjacent pixels will be designed and then pixel correlation will be fused into
image segmentation to enhance the robustness.

3 Improved fuzzy clustering algorithm based on pixel correlation
As mentioned before, when the pixel correlation is measured accurately, a small search
window is supposed to be sufficient to improve the segmentation efficiency while retaining

good performance. Therefore, it is important to create an accurate pixel correlation model.
In FGFCM, pixel correlation is related to pixel intensity and pixel position. However, when
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the image is contaminated with image artifacts, the intensity of the pixel is not the true value,
and pixel correlation cannot reflect the relationship between adjacent pixels. To improve
the robustness, pixel correlation was improved in our previous work [27], which is defined
as the similarity between corresponding image patches. However, conventional patch sim-
ilarity cannot reflect the pixel correlation [23]. Let’s illustrate this problem by using the
example in Fig. 1. We will compute pixel correlation between the center pixel (with inten-
sity value 211) with adjacent pixels (with intensity values 229 and 35). As is well shown, the
pixel with intensity value 229 should be classified into the same cluster of the central pixel,
while the pixel with intensity value 35 should not. However, by adopting conventional pixel
correlation model, the difference between corresponding patches is the opposite, shown in
Fig. 1(c). Therefore, pixel correlation model based on image patch distance cannot reflect
the relationship between neighboring pixels, which is the starting point of this paper.

3.1 Pixel correlation model

As mentioned before, pixel correlation is important for improving efficiency and retaining
good performance. With accurate pixel correlation, similar pixels will be classified into
the same cluster, and thereby enhance the robustness. In our previous work [13, 28], pixel
correlation is computed on the basis of patch similarity. However, edge information is not

253 253 240 242 242

253 247 229 195 211

210 212 211 208 205
29 29 35 31 54
17 17 17 13 13

253 | 240 | 242 247 | 229 | 195 212 | 211 | 208

247 | 229 | 195 212 | 211 | 208 29 | 35 | 31

212 | 211 | 208 29 | 35 | 31 17 | 17 13
Y

72.2
()

Fig. 1 Conventional pixel correlation on synthetic image. a original image; b pixel intensity in Fig. 1(a);
¢ corresponding patch distance
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considered, resulting in inaccurate pixel correlation, as is shown in Fig. 1(c). Therefore,
to retrieve satisfying performance, more similar pixels should be considered, and the key
problem is to retrieve accurate pixel correlation. Aiming at this problem, the proposed pixel
correlation will make the best of spatial information and edge information at the same time.
For the central pixel p and neighboring pixel g, the proposed method to retrieve the pixel
correlation is formalized in Algorithm 1.

Algorithm 1 Pixel correlation model.

Input:
The image to be segmented, /
The parameter «, y to compute pixel correlation
Output:
Pixel correlation between neighboring pixels
1: Step 1. Construct the image patch centering around p and neighboring pixels.
2: Step 2. Compute the difference between the center image patch and neighboring
patches, defined as follows.

dj,;(]’a‘]): |P17_Pq|’ (12)

INpl
where N, is the set of neighbor pixels centering around the p-th pixel, and |N | is its
cardinality. i is the index of different directions. P, and P, are image patches centering
the p-th and ¢-th pixel. In this paper, the size of P, and P, is 3 x 3.

3: Step 3. Compute the weight of the central pixel in different directions:

exp(—ady(p, ;)

wplgj) = : (13)
> exp(—adip(p. q)))
qj€Np
4: Step 4. Compute the weighted distance between the central pixel and neighboring
pixels:
dwd(psCIj):|NLP|Z(pr|Pp_Pq,‘|)’ (14)
4j

where o is the element-wise multiply operator.
5: Step 5. Compute the pixel correlation between p and g:

s(p,qj) = exp(=ydya(p. q;)), (15)
where y is the weight parameter to control the correlation.

We will take the figure in Fig. 1(a) to illustrate the procedure, and we will compute the
pixel correlation between the central pixel and 8 neighboring pixels.

First, we will construct the image patches centering around corresponding pixels, shown
in Fig. 2. Figure 3 presents patch difference between the central patch and neighboring
patches, and corresponding weight on different directions will be computed, shown in
Fig. 4. Then, the weighted distance between patches is computed in Fig. 5, and finally pixel
correlation is retrieved, presented in Fig. 6.

As is shown in the proposed pixel correlation model, corresponding weights on different
directions will be computed first, and the patch-weighted distance will be retrieved. Finally,
the pixel correlation between neighboring pixels and the central one is computed. With the
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2531253 240 2531240 (242 240|242 | 242
253 |@4dml 229 2471229 | 195 229 [F9sH 211
210|212 | 211 212 | 211 | 208 211|208 [ 205
253 (247 (229 2471229 | 195 229 [ 195 | 211
210|212 | 211 212 | 211 | 208 2111208 | 205
29 [ 29 ] 35 29 | 35 | 31 35| 31 | 54
210|212 (211 212|211 | 208 211208 | 205
29 #2983 35 29 [E85H| 31 35 | 31 | 54
17 | 17 | 17 17 | 17 | 13 17 1 13 | 13

Fig.2 Image patches centering around related pixels

help of the weight in (13), pixel correlation is reasonable than that in our previous work [27].
Specially, pixel correlation between the central pixel(with intensity value 211) and the upper
pixel(with intensity value 229) is larger than that between the central pixel and the lower
pixel(with intensity value 35). Though the patch distance between the first two patches is
larger than that between the latter two patches, the pixel correlation is more suitable after
adopting patch-weighted distance.

6 | 24 | 45 6 | 11|47 7113 ]47
41 | 36 | 21 35 [ 18 | 13 17 (16| 3
181|177 | 180 183 | 176 | 177 182|173 | 174

79 74 70
6 | 18 | 34 o010 18 | 34 | 16
511 |3 0|0]o 13 |3 [:::::i:> 8 0 12
0|6 | 4 0010 6 | 4|23

72 72 70
37117 | 16 3517 (13 36 |21 |10
183 | 182 | 173 183 | 176 | 177 177 | 180 | 154
12 |18 | 14 12 |18 |18 12 | 22|18

Fig.3 Computation of the difference between the central patch and neighboring patches
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3.2 Improved segmentation algorithm based on pixel correlation

As is shown in NLFCM, considering more non-local information can retrieve good per-
formance, but with low efficiency. The proposed segmentation algorithm will improve the
efficiency by limiting the size of search window, and can retain good performance with
the help of accurate pixel correlation. Generally speaking, the proposed algorithm is on the
basis of NLFCM, formalized in Algorithm 2.

Algorithm 2 Workflow of the proposed scheme.

Input:
The image to be segmented, /
The number of clusters, C
The parameter to control the fuzziness, m > 1
The pre-defined threshold ¢
The pre-defined number of iterations, iter Max
Output:
Segmented image
1: Step 1: Compute pixel correlation based on (15);
2: Step 2: Initialize the membership matrix U 0 in which wij € U 0 such that 0 < wmij <1
and Zic=1 wij = 1;
3: Step 3:setit = 1;
4: Step 4: Compute the cluster centers as follows:

n m
Zj:l UijXj
Vi = (16)
J=1Y%ij

where x; is the intensity value of the j-th pixel.
5: Step 5: Compute the fuzzy factor in (11), where S(j, k) is replaced by pixel correlation
defined in (15);
6: Step 6: Update the membership matrix U as follows,

(0 = v+ Gy) ")

= —1/m—1)"

S (@) — w2+ Gyg) Y
7. Step 7: if max{|U" — U""~!|} < g orit > iter Max, goto Step 8, else goto Step 4.
8: Step 8: Assign the j-th pixel to the -th cluster, where

(a7

uij

i = arg;{maxuy;}. (18)

3.3 Theoretical analysis

In our previous work, we have found that neighboring information play an important role in
image segmentation [28]. To improve the robustness, more pixels are utilized to guide image
segmentation, not limited to neighboring ones. In essence, the target of utilizing neighboring
information is to classify the similar pixels in the vicinity and the central pixel into the same
cluster. Therefore, measuring the correlation between pixels is very important. Generally
speaking, pixel correlation depends on the intensity difference and spatial distance. For
example, pixel correlation is inversely proportional to the Euclidean distance in FLICM. In
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79 74 70
0.0094 | 0.0104 | 0.0127

8 0 12 :> 0.2815 | 0.4199 | 0.2305

0.0115 | 0.0115 | 0.0127

72 72 70

Fig.4 Computation of the weight of the central pixel in different directions

0.0564 | 0.2492 | 0.5707 0.0564 | 0.1142 [ 0.5960 0.0658 | 0.1350 [ 0.5960

11.5414 | 15.1180 | 4.8399 9.8524 | 75590 | 2.9961 47855 | 67191 | 0.6914

20769 | 2.0310 | 2.2826 0.0998 | 0.0195 [ 2.2446 2.0883 | 19851 | 2.2065
4.3073 3.0598 2.1414

0.0564 | 0.1869 | 0.4312 0 0 0 0.1691 | 03530 [ 0.2029
0.5630 | 0.4199 | 0.6914 0 0 0 02815 | 1.2598 [ 0.6914 :\’> 0.2743 0 0.3738

0 0.0688 | 0.0507 0 0 0 0.0688 | 0.0459 | 0.2917
18.7849 18.6067 18.0232

03476 | 01795 | 0.2029 03288 | 0.1765 | 0.1649 03382 | 02180 | 0.1268

51.5140 [ 76.4299 | 39.8714 51.5140 [ 73.9102 | 40.7932 49.8250 | 75.5900 | 35.4924

0.1377 | 02065 | 0.1775 0.1377 | 0.2065 | 0.2283 0.1377 | 02524 | 02283

Fig.5 Computation of the weighted distance between the central patch and neighboring patches

4.3073 3.0598 2.1414 0.1161 0.2166 0.3428
0.2743 0 0.3738 j\> 0.8718 1 0.8295
18.7849 | 18.6067 | 18.0232 0.0001 0.0001 0.0001

Fig.6 Computation of pixel correlation between the central pixel and neighboring pixels

@ Springer



Multimedia Tools and Applications (2020) 79:633-657 643

FGFCM, pixel correlation is the product of spatial correlation and intensity correlation. In
EnFCM, BCFCM, pixel correlation is assigned as one constant «.

Traditional pixel correlation in NLFCM is based on patch distance |1, — I,;|. However,
pixels with smaller patch distance may belong to different clusters, such as the case in Fig. 1.
In the proposed segmentation algorithm, pixel correlation is computed on the weighted
patch distance, which can utilize spatial information and patch distance concurrently. If the
neighboring pixel is different from the central pixel, corresponding patch distance plays less
role in computing pixel correlation. The proposed patch correlation is different from our
previous work, and can enhance the robustness.

3.4 Complexity analysis

Suppose the radius of the search window is r, and the size of the search window is (2r +
1) x (2r + 1). The complexity of the proposed algorithm is O (n(2r + 12CI), where I is
the pre-defined number of iterations. With the increment of the radius », more information
can be utilized to enhance the robustness, shown in Fig. 7. As is shown in Fig. 7, less
noise exists with the increment of the radius. However, with the increment of the radius,
fuzziness will appear in the segmentation results, especially near the boundaries. Therefore,
the radius » will be assigned as 2 in the proposed algorithm to balance the efficiency and
the segmentation results.

4 Simulated experiments

In this section, we will perform the proposed algorithm with FCM-related algorithms,
including FCM, FCMS, FGFCM, EnFCM, FLICM and NLFCM. To show the advantage
of the proposed algorithm, we will perform these algorithms on 3 kinds of images, includ-
ing synthetic images, natural images and medical ones. Also, we will add different noise on
these images and we will compare the robustness of these algorithms. The assignments of
related parameters are tabulated in Table 1.

To compare these algorithms quantitatively, three measures will be adopted, including
segmentation accuracy, partition coefficient [2] and partition entropy [3]. Segmentation
accuracy(SA) is defined as the number of pixels classified correctly divided by the number

of all pixels, formalized as follows.
c

SA = Z'Aclﬂ (12)
i=l Y |cl

J=

® (©) (@)

Fig. 7 Segmentation results with different radius. a original image; b segmentation result with r = 1; ¢
segmentation result with r = 2; d segmentation result with r = 3
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Table 1 Parameters values for related algorithms

Algorithm m e Ng o Ac As
FCM 2 le-5 - - - -
BCFCM 2 le-5 9 2 - -
EnFCM 2 le-5 9 2 - -
FGFCM 2 le-5 9 - 2 3

FLICM 2 le-5 8 - — —
NLFCM 2 le-5 81 - — -
Proposed algorithm 2 le-5 25 - - -

(2) (h) @)

Fig. 8 Experiments on the first synthetic image of different algorithms. a reference image ; b image with
Gaussian noise of 20%; ¢ FCM; d BCFCM; e EnFCM; f FGFCM; g FLICM; h NLFCM; i Proposed algorithm
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(2) (h) (i)

Fig. 9 Experiments on another synthetic image. a reference image; b image with Gaussian noise of 30%
degree; ¢ FCM; d BCFCM; e EnFCM; f FGFCM; g FLICM; h NLFCM; i Proposed algorithm

Table 2 Comparison of segmentation accuracy on images with Gaussian noise of different levels

Noise level ~FCM BCFCM  EnFCM FGFCM  FLICM NLFCM  Proposed algorithm

15% 97.75%  100.0% 94.42%  99.99% 99.98%  99.99% 99.99%
20% 97.57%  100.0% 97.33%  99.99% 99.98%  99.99% 99.99%
30% 97.35%  99.97% 93.77%  99.97% 99.97%  99.99 % 99.97%
40% 97.54%  99.99 % 8531%  99.97% 99.95%  99.93% 99.99 %
50% 97.36%  99.99 % 51.95%  99.98% 99.97%  99.97% 99.99 %
60% 95.92%  99.97% 50.08%  99.92% 99.96%  99.92% 99.98 %

Bold values indicate the best segmentation accuracy
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Table3 Comparison of partition coefficient and partition entropy on images with Gaussian noise of different
levels

Measurement Noise level FCM  BCFCM EnFCM FGFCM FLICM NLFCM Proposed algorithm

Ve 15% 0.8365 0.7739  0.8483 0.9421 0.9424 0.8703  0.9462
20% 0.8340 0.6855 0.8487 0.9315 0.9369 0.9393 0.9351
30% 0.8426 0.7331 0.8613 0.9137 0.8687 0.9022  0.8668
40% 0.9008 0.8932 0.7508 0.9734 0.9786 0.9789  0.9765
50% 0.9095 0.9033 0.7684 0.9759 0.9799 0.9798 0.9776
60% 09165 09041 0.8783 0.9137 0.9740 0.9795 0.9760
Ve 15% 0.4583 0.6521 1.7031 0.1864 0.1863 0.3578  0.1664
20% 0.4625 0.8548 3.3585 0.2088 0.2009 0.1882 0.1913
30% 0.4375 0.7311 1.7026 0.2506 0.3450 0.3462  0.3452
40% 0.2566 0.3042 0.5451 0.0864 0.0682 0.0625 0.1043
50% 0.2343 02771  0.5450 0.0769 0.0634 0.0593  0.1002
60% 0.2609 0.2609 0.3342 0.0755 0.0621 0.0584 0.1001

Bold values indicate the best partition coefficient or partition entropy

where C; is the set of pixels in the i-th cluster in the reference image such that ZJCZ UGl =
n, and A; is the set of pixels classified into the i-th cluster correctly. Obviously, one
segmentation algorithm with higher segmentation accuracy is preferable.

The partition coefficient Vp¢ and partition entropy Vpg are defined on the membership
of the pixels and formalized as

C n
Vee =YY uij/n. (13)

i=1 j=I

C n
Vep =~ D (uijloguip)/n. (14)
i=1 j=1
For a good segmentation algorithm, we hope any pixel belongs to one cluster with
big membership as much as possible. That is to say, a good algorithm means low fuzzi-
ness. Therefore, an algorithm with high partition coefficient and low partition entropy is
preferable.

4.1 Syntheticimages

First we will perform the proposed algorithm on 2 synthetic images, and different kinds of
noise will be added. The first synthetic image has two classes, and the size is 128 x 128.
The other synthetic image has four classes, and there are 256 x 256 pixels. The synthetic
images are illustrated in Figs. 8a and 9a. To outperform the advantage of the proposed algo-
rithm, Gaussian noise of 20% and 30% is added to these synthetic images, shown in Figs. 8b
and 9b. We will compare the segmentation results of FCM-related algorithms, includ-
ing FCM, BCFCM, EnFCM, FGFCM, FLICM and NLFCM. The segmentation results of
corresponding algorithms are shown in Figs. 8c—h and 9c-h, respectively.

As is shown in Fig. 8, image noise still exists in the segmentation results of FCM,
EnFCM, FGFCM, FLICM and NLFCM, while disappear in the results of BCFCM and
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(b)

(h)

Fig. 10 Segmentation results of Brain image from BrainWeb. a reference image; b image with Rician noise
of 30% degree; ¢ FCM; d BCFCM; e EnFCM; f FGFCM; g FLICM; h NLFCM; i Proposed algorithm

the proposed algorithm. In Fig. 9, image noise still exists in the results of FCM, EnFCM,
FGFCM, FLICM and NLFCM, while disappear in the results of BCFCM and the proposed
algorithm. However, only 3 clusters exist in the result of BCFCM, different from the refer-
ence image. To summarize, the results of the proposed algorithm is the better than those of
other FCM-related algorithms visually.

To compare these algorithms objectively, we compare the SAs of these algorithms, shown
in Table 2. It is illustrated from Table 2 that with the increment of noise level, the segmenta-
tion accuracies of all algorithms degrade. Though BCFCM, FGFCM and FLICM can gain
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(8) (h) @)

Fig. 11 Actual Brain image segmentation results. a original image; b image with Rician noise of 10% degree;
¢ FCM; d BCFCM; e EnFCM; f FGFCM; g FLICM; h NLFCM,; i Proposed algorithm

Table 4 Comparison of partition coefficient and partition entropy on medical images with Rician noise

Measurement Image @ FCM  BCFCM EnFCM FGFCM FLICM NLFCM Proposed algorithm

Vpe Fig. 10b 0.7742 0.4513  0.8522 0.7996  0.7918 0.8015 0.8172
Fig. 11b  0.9195 0.5607 0.9193 09366  0.9269 0.5659  0.9463

Ve Fig. 10b 0.6138 13246  1.7067 0.5265 0.5949 09152  0.5868
Fig. 11b  0.2363 0.9648  3.3624 0.1724  0.2041 0.2284  0.2057

Bold values indicate the best partition coefficient or partition entropy
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(8) (h) (i)

Fig. 12 Natural image segmentation results(C = 2). a original image; b image with Salt&Pepper noise of
15% degree; ¢ FCM; d BCFCM; e EnFCM; f FGFCM; g FLICM; h NLFCM; h Proposed algorithm

better segmentation accuracy, the proposed algorithm outperforms these algorithms when
the noise level is high.

Also, the partition coefficients and partition entropies of these algorithms are compared,
tabulated in Table 3. As is shown from Table 3, the segmentation accuracies of all algorithms
degrade with the increment of noise level. The proposed algorithm is comparatively stable
and of high accuracy, especially when the noise level is high.

4.2 Medical images

To illustrate the advantage of the proposed algorithm, we compare these algorithms on
medical images. As is well known, medical image segmentation is still one bottleneck in
medical image processing due to the existence of partial volume effect(PVE), intensity
inhomogeneity(IIH) and noise. In this subsection two brain images are adopted to illus-
trate the advantage of the proposed scheme, one is a MRI(Magnetic Resonance Imaging)
image, and the other is a CT(Computed Tomography) image. The sizes of the two images
are 181 x 217 and 256 x 255, respectively. As is well known, there are 4 clusters in the
brain image: background, cerebral spinal fluid (CSF), gray matter (GRY) and white matter
(WHT). As is well known, medical images are commonly contaminated by Rician noise.
In our experiments, Rician noise is generated by a code obtained from Ged Ridgway [21].
The first brain image is contaminated by 30%(s = 30) and the other is by 10%(s = 10),
shown in Figs. 10b and 11b. The segmentation results of different algorithms are tabulated
in Figs. 10c—h and 11c-h, respectively.
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Fig. 13 Natural image segmentation results(C = 3). a original image; b image with Gaussian noise of 15%
degree; ¢ FCM; d BCFCM; e EnFCM; f FGFCM; g FLICM; h NLFCM; i Proposed algorithm

As is shown in Fig. 10, image artifacts still exist in the results of FCM, BCFCM, EnFCM
and FGFCM, while many details miss in the results of FLICM and NLFCM. Comparatively,
the segmentation results of the proposed algorithm is better than those of other algorithms.
From the results in Fig. 11, we can see that the proposed algorithm can not only improve
the insensitivity to image artifacts, but also retain the image details as much as possible.

To illustrate the advantage of the proposed algorithm, we compare the partition coeffi-
cients and partition entropies of corresponding algorithms, tabulated in Table 4. As is shown
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Table 5 Comparison of partition coefficient and partition entropy on natural images with different noise

Measurement Image @ FCM  BCFCM EnFCM FGFCM FLICM NLFCM Proposed algorithm

Ve Fig. 12b 0.9244 0.7448  0.9038 0.9396 0.8758 0.9215 0.9323
Fig. 13b  0.7509 0.4113  0.8120 0.7611  0.5924 0.7241  0.7669

Ve Fig. 12b 0.2027 0.5730  1.1002 0.1623  0.3129 0.2048  0.2495
Fig. 13b 0.6822 1.5277 1.7035 0.6511 0.8088 0.7642  0.6930

Bold values indicate the best partition coefficient or partition entropy

from Table 4, the two measures of the proposed algorithm are in the top three, meaning the
results of the proposed algorithm are of less fuzziness.

4.3 Natural images

Also, we perform the proposed algorithm on natural images. The two images are from [12],
and the size of these two images is 190 x 123. In order to illustrate the robustness of the
proposed algorithm, Salt&Pepper noise(15% degree) and Gaussian noise(15% degree) are
added to the images, shown in Figs. 12b and 13b, and the segmentation results are presented
in Figs. 12c-h and 13c-h.

Since the number of clusters is pre-defined as 2, the segmentation of Fig. 12 can be seen
as saliency detection. From Fig. 12, we can see that there is still much noise in the segmen-
tation results of FCM, BCFCM, EnFCM and FGFCM, and the results of FLICM, NLFCM
and the propose algorithm are much better visually. Further, the details of the NLFCM and
the proposed algorithm are better than that of FLICM. The performance of Fig. 13 is to
compare the algorithms in crowded images with many classes. In crowded images, the dif-
ficult thing is to decide the number of clusters. Based on Four Color Theorem in graph
theory, when the number of clusters is assigned as 4, any adjacent clusters can be labelled
differently. However, when the intensity values of adjacent regions are similar, many details

(2) (b)

Fig. 14 Segmentation results and enlarged parts(C = 4). a Segmentation result; b Enlarged parts of the box
in Fig. 14a
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are lost in the segmentation results of FCM-related algorithms. From the results of Fig. 13,
it is obvious that image artifacts still exist in the results of FCM, BCFCM, EnFCM and
FGFCM. The result of FLICM is a bit blurred and more details are lost in the boundary
regions of NLFCM. Compared with other algorithms, the proposed algorithm can retrieve
the best visual effect.

Also, we compute the partition coefficients and the partition entropies of related algo-
rithms, tabulated in Table 5. From Table 5, the two parameters of the proposed algorithm are
either the best, or comparable with the best parameter value, meaning less fuzziness in the
segmentation results. Considering the visual effect and the objective evaluation provided by
related parameters, the proposed algorithm is preferable.

5 Error analysis and possible improvements

While the proposed algorithm achieves an impressive performance on different kinds of
images, there are still some pixels that are misclassified in the segmentation results, espe-
cially the pixels near the boundary region. We enlarge the segmentation result in Fig. 9
to illustrate this problem, shown in Fig. 14. As is shown in Fig. 14b, the pixels near the
boundary region is misclassified. In our opinion, this is due to the fact that all clusters are
considered in the process of image segmentation. When the number of clusters is assigned
as 2, the pixel either belongs to this cluster, or is the member of the other cluster. Hence,
this phenomena does not exist when the number of clusters is 2, just as the results in Fig. 8.
However, when the number of clusters is greater than 2, it is difficult to classify the pix-
els near the boundary region. The membership of these pixels may have similar value to all
clusters, resulting in the case in Fig. 14b.

In our opinion, there are two possible solutions for dealing with this problem. On the one
hand, the boundary pixels may not be misclassified if the number of the clusters is known
beforehand. For example, if the number of clusters near the boundary region is required
to be equal to 2 as possible, the blurred phenomena may disappear. Therefore, additional
constraints about the number of clusters can be considered. On the other hand, we can limit
the number of neighboring pixels with the help of low rank priors [14]. As a result, those
“true” similar pixels are utilized in image segmentation, and will make the performance
satisfying.

6 Conclusion

In this paper, one improved fuzzy clustering algorithm is proposed to enhance the robust-
ness of image segmentation. The essence of the proposed algorithm is to utilize neighboring
information to guide the process of image segmentation. That is, the similar pixels are clas-
sified into the same cluster. In this paper, pixel similarity is measured by patch-weighted
distance between center pixel and neighboring pixels. Experiments on synthetic, natural
and medical images illustrate the proposed algorithm outperform related fuzzy algorithms.
However, the efficiency of the proposed algorithm is lower than other algorithms except for
NLFCM, which will be investigated in our future work.
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