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Abstract
This paper presents an audio watermarking technique based on singular value decomposition
(SVD) and fractional Fourier transform (FRT). The basic idea of this technique is to implement
SVD watermarking on the audio signals in the FRT domain due to its recommended degree of
security resulting from using a rotation angle in addition to the frequency-domain transforma-
tion. The SVD has an invariance to changes in the signal after watermark embedding. Hence,
the proposed technique has a large degree of security and resistance to attacks. This technique
is based on embedding an image watermark in either the audio signal or a transformed version
of this signal. Experimental results show that watermark embedding in the FRT of an audio
signal achieves less distortion of the audio signal in the absence of attacks. In the presence of
attacks, it is recommended that the embedding is performed in the FRT of the audio signal to
maintain a high detection correlation coefficient between the original watermark and the
obtained watermark. A segment-based implementation of the proposed audio watermarking
technique is also presented. This implementation succeeds in obtaining a high detection
correlation coefficient in the presence of severe attacks. It is noticed from the results that in
the presence of attacks, the SVD watermarking in the FRT domain with a phase angle of 5π/4
is better for watermark detection than watermarking using other angles in the FRT domain.

Keywords Audio watermarking . FRT.Multimedia attacks

1 Introduction

Watermarking is a digital signal processing branch, which attracts much of the researchers'
interests. There are several types of watermarking schemes such as audio watermarking, image
watermarking and video watermarking [29, 46]. So many approaches have been proposed for
image and video watermarking. Audio watermarking is the process of information embedding
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in audio signals for identification of the source of information, authentication of the owner,
copyright protection, and copy control [11, 17, 21, 31, 32]. Therefore, digital audio
watermarking can also be classified as the process in which some digital data is embedded
into the audio file in such a way that the audibility of the audio file is not affected. The least
significant bit (LSB) was the first research proposal in digital watermarking.

The basic idea of audio watermarking depends on processing of audio signals in the time or
transform domains [29]. The Fourier transform and its versions can be used for audio
watermarking. The Fourier transform transforms a time-domain signal into a frequency-
domain signal. On the other hand, the inverse Fourier transform is a transform of a
frequency-domain signal into a time-domain signal. However, the FRT [29, 32] transforms a
signal (either in the time domain or frequency domain) into an intermediate domain between
time and frequency. It is some sort of rotation in the time-frequency domain.

In [1], the mathematical SVD technique has been utilized for audio watermarking in time
and transform domains. Firstly, the audio signal in time or an appropriate transform domain is
transformed to a 2-D format. The SVD algorithm is applied on this 2-D matrix, and an image
watermark is added to the matrix of singular values (SVs) with a small weight to guarantee the
possible extraction of the watermark without introducing harmful distortions to the audio
signal. The transformation of the audio signal between the 1-D and 2-D formats is performed
with the well-known lexicographic ordering method used in image processing. A comparison
study was presented in this paper between the time and transform domains as possible hosting
media for watermark embedding. Experimental results are in favor of watermark embedding in
the time domain if the distortion level in the audio signal is to be kept as low as possible with a
high detection probability. This presented algorithm was utilized also for embedding of chaotic
encrypted watermarks to increase the level of security. Experimental results showed that
watermarks embedded with this algorithm can survive several attacks. A segment-by-
segment implementation of this algorithm was also presented to enhance the detectability of
the watermark in the presence of severe attacks.

In [4], another approach for audio watermarking using the SVD technique has been
presented. This approach can be used for data hiding in the audio signals transmitted over
wireless networks and for multi-level security systems. This approach is based on embedding a
chaotic encrypted watermark in the singular values of the audio signal after transforming it into
a 2-D format. The selection of the chaotic encryption algorithm for watermark encryption is
attributed to its permutation nature, which resists noise, filtering, and compression attacks.
After watermark embedding, the audio signal is transformed again into a 1-D format. The
transformation between the 1-D and 2-D formats is performed with the well-known lexico-
graphic ordering method used in image processing. The presented approach can be imple-
mented on the audio signal as a whole or on a segment-by-segment basis. The segment-by-
segment implementation allows embedding the same watermark several times in the audio
signal, which enhances the detectability of the watermark in the presence of severe attacks.
Experimental results showed that the presented audio watermarking approach maintains the
high quality of the audio signal and that the watermark extraction, and decryption are possible
even in the presence of attacks.

As the security is an important issue in wireless networks, the authors of [13] discussed audio
watermarking as a tool to improve the security of image communication over the IEEE 802.15.4
ZigBee network. The adopted watermarking method implements the SVD technique. This
method is based on embedding a chaotic encrypted image in the SVs of the audio signal after
transforming it into a 2-D format. The objective of chaotic encryption is to enhance the level of

Multimedia Tools and Applications (2020) 79:5617–56485618



security and resist different attacks. Experimental results showed that the SVD audio
watermarking method maintains the high quality of the audio signals and that the watermark
extraction and decryption are possible even in the presence of attacks over the ZigBee network.

The SVD audio watermarking algorithm can be implemented on audio signals in time domain or
in another appropriate transform domain and can be applied to the audio signal as a whole or on a
segment-by segment basis. The authors of [2] suggested the utilization of SVD digital audio
watermarking to increase the security of automatic speaker identification (ASI) systems and
presented a study for the effect of watermarking on the ASI system performance. The speaker
recognition system works by generating a database of speakers' features using the mel frequency
cepstral coefficients (MFCCs) and polynomial shape coefficients extracted from each speaker signal
after it is lexicographically ordered into a 1-D signal. A matching process is performed for any new
signal to determine if it belongs to the database or not using a trained neural network. Experimental
results showed that the SVD audio watermarking does not degrade the ASI system performance,
severely. So, it can be used with ASI to increase security. Also, it was shown that the segment-by-
segment watermarking in the time domain achieves the highest detectability of the watermark. So,
we can say that it is recommended to use the segment-by-segment SVD audio watermarking with
ASI systems implementing features extracted from the DCT or the DWT.

In [15], digital watermarking technology was utilized in solving the problem of copyright
protection, data authentication, content identification, distribution, and duplication of the
digital media due to the great developments of computers and Internet technology. In recent
times, protection of digital audio signals has captured a great attention of the researchers. The
authors of [15] presented an audio watermarking scheme based on discrete wavelet transform
(DWT), SVD, and quantization index modulation (QIM) with a synchronization code embed-
ded within double encrypted watermark images or logos into stereo audio signals. In this
scheme, the original audio signal is split into blocks and each block is decomposed with two-
level discrete wavelet transform, and then the approximate low-frequency sub-band coeffi-
cients are decomposed by the SVD giving a diagonal matrix. The prepared watermarking and
synchronization code bit streams are embedded into the diagonal matrix using QIM. Then, the
inverse singular value decomposition (ISVD) and inverse discrete wavelet transform (IDWT)
are applied to obtain the watermarked audio signal. The watermark can be blindly extracted
without knowledge of the original audio signal. Experimental results showed that the trans-
parency and imperceptibility of the presented algorithm are satisfied, and that the robustness is
strong against popular audio signal processing attacks. High watermark payload was achieved,
and performance analysis was presented.

In [7], desired properties and possible applications of audio watermarking algorithms have
been considered. A special attention was given to statistical methods working in the Fourier
domain. The authors presented a solution that achieves robust watermarking of audio signals.
Experimental results in [7] showed good robustness against MP3 compression and other
common signal processing manipulations. In [5], digital audio watermarking was used for
copyright owner identification. A number of audio watermarking techniques was presented.
These techniques exploit different ways in order to embed a robust watermark and to maintain
the original audio signal fidelity. Alsalami et al. presented a tutorial on general digital
watermarking principles and focused on describing digital audio watermarking techniques
[5]. These techniques are classified according to the domain, in which the watermark is
embedded.

In [40], digital audio watermarking was used to hide the information signal in a digital form
based on spread spectrum. The identity of the owner of the audio file becomes invisible in the

Multimedia Tools and Applications (2020) 79:5617–5648 5619



audio file. In [40], various methods of audio watermarking have been discussed to protect
ownership. Elimination of the watermark from the data is very difficult, which is a desired
property for ownership protection.

Chen et al. presented an adaptive audio watermarking method using wavelet-based entropy
(WBE) [10]. This method converts low-frequency coefficients of the DWT into the WBE
domain, and this is followed by the calculation of mean values as well as the derivation of
some essential properties of the WBE. A characteristic curve relating the WBE with the DWT
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Fig. 1 The two-band decomposition-reconstruction wavelet filter bank

Fig. 2 a The original coordinates (t, w) rotate to the coordinates (u, v) with an angle α in the time-frequency
plane, b FRT of a rectangle, computed at various angles. Blue line: real part. Green line: imaginary part
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coefficients was also presented. The quality of the watermarked audio signal is optimized in
this method. In the watermark detection process, the watermark can be extracted using only
values of the WBE. The performance of this watermarking method was analyzed in terms of
the signal-to-noise ratio (SNR), mean opinion score and robustness. Experimental results
confirmed that the embedded data resists the common attacks like re-sampling, MP3 com-
pression, low-pass filtering, and amplitude scaling.

With the increasing usage of digital multimedia, the protection of intellectual property rights
has become a very important issue. Digital watermarking is now drawing attention as a new trend
for protecting multimedia content from unauthorized copying. The need for audio watermarking
along with its important properties was explained in [18]. Goenka et al. brought to view the works
done by various authors on digital audio watermarking.

Arnold et al. considered the desired properties and possible applications of audio
watermarking algorithms [6]. Special attention was given to statistical methods working in
the frequency domain. They presented a solution to guarantee robust watermarking of audio
signals that reflects the security properties. Experimental results showed good robustness of
their algorithm to MP3 compression and other common signal processing manipulations.
Enhancements to this algorithm were also discussed in [6].

The strength of audio signal modifications allowed in audio watermarking is limited by the
necessity to produce an output signal that is perceptually similar to the original one. This
requirement puts some restrictions on any watermarking method [8]. The watermarking
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FRT Watermark Embedding               IFRT
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Watermark Image
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Fig. 3 The embedding and extraction procedures of FRT audio watermarking
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Fig. 4 The embedding procedure of the FRT watermarking
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method presented in [8] does not require the use of the original signal for watermark detection.
The watermark signal is generated using a key, i.e., a single number known only to the
copyright owner is embedded. Watermark embedding in this method depends on the audio
signal amplitude and frequency in a way that minimizes the audibility of the watermark signal.
The embedded watermark is robust to common audio signal manipulations like MPEG audio
coding, cropping, time shifting, filtering, resampling, and requantization.

The rest of this paper is organized as follows. In section 2, the traditional audio
watermarking schemes are explained. In section 3, we introduce the proposed audio
watermarking technique in detail. The steps of FRT embedding and extraction for audio
signals are given in section 3. Section 4 covers the different objective quality metrics for
audio signals. Experimental results are shown in section 5. The concluding remarks are
presented in section 6.

2 Traditional audio watermarking schemes

Time-domain audio watermarking methods can be divided into blind and non-blind methods.
In blind audio watermarking methods, no side information about the watermarking process is
used in the watermark extraction or verification [9].

Huynh et al. presented a blind watermarking method based on wavelet tree quantization
using an adaptive threshold [26]. On the other hand, in non-blind watermarking methods, some
side information is used in the watermark detection or verification. One of the most popular
non-blind audio watermarking methods is the SVD watermarking. In this method, some side
information regarding the Eigen distribution of original signals is used in the detection process.

(a) (b) (c)

Fig. 6 a CS image (watermark), b First test signal (cover), and c Second test audio signal

Obtained 
signal (1 D)

∗ (2 D)

Compute the 

watermark 

matrix

Obtain the possibly corrupted 

encrypted watermark 

∗ = ∗ ∗ ∗

∗ = ∗∗ = ( ∗ − )/

Fig. 5 The watermark extraction procedure in FRT watermarking
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This side information may appear as a redundancy, but it contributes to enhancing the
detection or verification performance.

Different domains have been investigated for embedding useful information in audio
signals. This useful information is represented as images. These domains include Fourier
domain, wavelet domain empirical mode decomposition (EMD) domain, and discrete coine
transform (DCT) domain [3].

Several attempts have been presented to embed images inside audio signals through some
sort of decomposition. Some of these attempts tried to build multi-level security systems with
the help of audio watermarking [20, 24, 25, 30, 37, 45, 48, 49]. In this framework, both audio
watermarking, audio encryption, and speaker identification have been used in a security
framework. The sensitivity of speaker identification to audio watermarking has been investi-
gated in [2].

The FRT is one of the discrete transforms with sophisticated characteristics. It has a rotation
angle to control the transform plane between time and Fourier planes. The selection of this
angle with certain values may lead to better security. So, if we think to benefit from the FRT in
watermark embedding, we can make use of the security aspects of this transform. That is why
we investigate the process of watermark embedding in the FRT domain in this paper.

(a) SVD method. (b) Block based SVD method.

Fig. 7 Variation of the SNR of the watermarked version signal of the first test signal with the watermark strength
in the absence of attacks
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2.1 Discrete transforms for audio watermarking

In this section, the DWT, DCT, Discrete Sine Transform (DST), and Discrete Fourier Trans-
form (DFT) are briefly summarized.

The idea of the DWT is to represent a signal as a series of approximations (low-
pass version) and details (high-pass version). The signal is low-pass filtered with
H0(z) to give an approximation signal and high-pass filtered with H1(z) to give a
detail signal. The wavelet basis function is chosen such that a perfect reconstruction
can be achieved. Figure 1 shows a single-level wavelet decomposition and recon-
struction filter bank. For this filter bank, to achieve perfect reconstruction, the
following two equations must be satisfied [19, 27, 28, 38, 42, 44].

H0 zð ÞG0 zð Þ þ H1 zð ÞG1 zð Þf g ¼ 2 ð1Þ

H1 zð Þ ¼ z−kG0 −zð ÞandG1 zð Þ ¼ zkH0 −zð Þ ð2Þ

The approximation and detail components of the signal are then padded together to form 1-
D vectors which can be used after that for watermark embedding.

(a) SVD method.                                               (b) Block-based SVD method.

Fig. 8 Variation of the SNRseg of the watermarked version of the first test signal with the watermark strength in
the absence of attacks
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The DCT expresses the samples of the audio signal in terms of a sum of cosine functions
oscillating at different frequencies. The DCT is defined by the following equation [19, 27, 28,
38, 42, 44]:

X kð Þ ¼ ∑
N−1

n¼0
x nð Þcos π 2n−1ð Þ k−1ð Þ

2N

� �
k ¼ 0; :::::;N−1 ð3Þ

where.

w kð Þ ¼
1ffiffiffiffi
N

p k ¼ 0ffiffiffiffi
2

N

r
k ¼ 1; ::::::;N−1

8>><
>>:

The DCT has a sophisticated characteristic of energy compaction by collecting most of the
signal energy in few samples leaving the other samples very small in amplitude. This
characteristic can be exploited in audio watermarking to reduce the deterioration in the audio
signal due to watermarking.

(a) SVD method.                                    (b) Block-based SVD method.

Fig. 9 Variation of the LLR of the watermarked version of the first test signal with the watermark strength in the
absence of attacks
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The Inverse Discrete Cosine Transform (IDCT) is represented by:

x nð Þ ¼ ∑
N−1

n¼0
w kð ÞX kð Þcos π 2nþ 1ð Þ

2N
k ¼ 0; 1; 2;……;N−1 ð4Þ

The DST is the same as the DCT, but it uses sine functions oscillating at different frequencies
[19, 27, 28, 38, 42, 44]. The DST is defined as follows:

X kð Þ ¼ ∑
N−1

n¼0
x nð Þsin πkn

N þ 1

� �
k ¼ 0; :::::;N−1 ð5Þ

It has an advantage of energy compaction that is useful in audio watermarking. The Fourier
transform gives a complex basis function. It can be shown that the DFT multiplexes both the
DCT and the DST [20, 24, 37, 45, 48, 49]:

X kð Þ ¼ ∑
N−1

n¼0
x nð Þe−2jπk k ¼ 0; :::::;N−1 ð6Þ

The Fourier transform (FT) is one of the most frequently used tools in signal analysis.
A generalization of the FT is the FRT. It has been presented in [33] and has become

(a) SVD method. (b) Block-based SVD method.

Fig. 10 Variation of the SD of the watermarked version of the first test signal with the watermark strength in the
absence of attacks

Multimedia Tools and Applications (2020) 79:5617–56485626



a powerful tool for time-varying signal analysis. It has a high degree of security as it
has an additional control parameter, which is the rotation angle. Both time and
frequency domains are special cases of the FRT [14]. In this type of analysis, it is
customary to use the time-frequency plane, with two orthogonal time and frequency
axes. Because the successive two forward FT operations will result in a reflected

Fig. 12 Spectrograms of (a) First test signal, (b) Watermarked version of the first test signal

(a) SVD method. (b) Block-based SVD method.

Fig. 11 Variation of the correlation coefficient Cr between the original and extracted watermarks for the first test
signal in the absence of attacks
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version of the original signal, the FT can be interpreted as a rotation of the signal by
an angle of π/2 in the time–frequency plane. The FRT performs a rotation of the
signal in the continuous time–frequency plane to any angle. The FRT is also called a
rotational FT or an angular FT in some documents.

Besides being a generalization of the FT, the FRT is related to other time-varying
signal analysis tools, such as the Wigner distribution, the short-time FT, and the
wavelet transforms. The applications of the FRT include solving differential equations
[33], quantum mechanics, optical signal processing, time-varying filtering and
multiplexing, swept-frequency filtering, pattern recognition, and time–frequency signal
analysis [35]. In [36], the authors gave 6 different possible definitions of the FRT.
The more intuitive way of defining the FRT is by generalizing this concept of rotation
with an angle that is π/2 in the classical FT case as shown in Fig. 2. As the classical
FT corresponds to a rotation in the time–frequency plane over an angle α = lπ/2, the
FRT corresponds to a rotation over an arbitrary angle α = aπ/2 with a ϵ R. This FRT
operator is denoted as Fα.

The fractional order of the transform is usually denoted as “a”. Due to FRT properties, we
can usually limit the discussion to the range 0 ≤ a ≤ 1. When a = 0, the FRT coincides with the
identity operator, and when a = 1, it coincides with the Fourier operator. The FRT of a signal
x(t) is denoted by Xα(u). The free variable “u” can be interpreted as some hybrid time/

(a) SVD method. (b) Block-based SVD method.

Fig. 13 Variation of the SNR of the watermarked signal with the watermark strength in the presence of white
Gaussian noise attack for the first test signal
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frequency variable. When a = 0, it is a time variable, and when a = 1, it is a frequency variable.
As “a” takes values from 0 to 1, the interpretation of “u” changes gradually from “time” to
“frequency,” reflecting temporal changes in the frequency content of the transformed signal.
The FRT is defined by means of a transform kernel as:

Kα t; uð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1− jcotα

2π

r
e j

t2þu2
2 cotα− j tu

sinα if α≠nπ

δ u−tð Þ if α ¼ 2nπ
δ uþ tð Þ if α ¼ 2nþ 1ð Þπ

8>><
>>:

ð7Þ

The FRT of a function x(t), with an angle α, is defined as [16, 39]:

X α uð Þ ¼ Fα x tð Þ½ � ¼ ∫∞−∞x tð ÞKα t; uð Þ ð8Þ

Fα represents rotation of a signal with coordinates (t, w) counter-clockwise to coordinates (u, v)
with an angle α in the time–frequency plane as illustrated in Fig. 2.

(a) SVD method. (b) Block-based SVD method.

Fig. 14 Variation of the SNRseg of the watermarked signal with the watermark strength in the presence of white
Gaussian noise attack for the first test signal
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3 Proposed audio watermarking framework

3.1 FRT watermarking based on SVD

The SVD watermarking has been previously used in image watermarking [30, 41, 50]. We try
to extend the idea into audio watermarking, especially in FRT domain as shown in Fig. 3. The
SVD mathematical technique extracts algebraic features from a 2-D matrix. Because of the
SVD matrix stability, it is robust to attacks. When a small perturbation occurs to the original
data matrix, no large variations in its SVs take place [30, 41, 50].

The proposed FRT-based SVD audio watermark embedding steps are summarized as
follows and as shown in Fig. 4:

1. The audio signal is used either in time domain or transformed to a certain transform
domain.

2. The A matrix is obtained by transforming the 1-D signal to a 2-D matrix.
3. The SVD is performed on the A matrix.

A ¼ USVT ð9Þ

(a) SVD method. (b) Block-based SVD method.

Fig. 15 Variation of the LLR of the watermarked signal with the watermark strength in the presence of white
Gaussian noise attack for the first test signal
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4. The W matrix (image watermark) is added to the SVs of the original matrix.

D ¼ Sþ KW ð10Þ

5. The SVD is performed on the D matrix (the new modified matrix).

D ¼ UwSwV
T
w ð11Þ

6. The Aw matrix (the watermarked image) is obtained using the Sw matrix (the modified
matrix).

Aw ¼ USwV
T ð12Þ

7. The Aw matrix (2-D matrix) is transformed again to a 1-D audio signal.

The above steps are reversed to extract the corrupted watermark from the possibly distorted
watermarked audio signal as shown in Fig. 5 as follows:

1) The obtained signal is transformed to the A*
w matrix (1-D to 2-D).

(a) SVD method. (b) Block-based SVD method.

Fig. 16 Variation of the SD of the watermarked signal with the watermark strength in the presence of white
Gaussian noise attack for the first test signal
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2) The SVD is performed on the possibly distorted watermarked image (A*
w matrix).

A*
w ¼ U*S*wV

*T ð13Þ

3) The matrix that includes the watermark is computed.

D* ¼ UwS
*
wV

T
w ð14Þ

4) The possibly corrupted encrypted watermark is obtained.

W* ¼ D*−S
� �

=K ð15Þ

The ∗ refers to corruption due to attacks.

3.2 The proposed FRT segment-based SVD watermarking technique

The above-mentioned proposed technique is based on single watermark embedding in the
audio signal as a whole. If multiple watermarks are added, it is expected that the detectability
of the watermark will be enhanced and its robustness to attacks will be increased. Segmenting

(a) SVD method. (b) Block-based SVD method.

Fig. 17 Variation of the correlation coefficient Cr between the original and watermarked signals in the presence
of white Gaussian noise attack for the first test signal
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the audio signal and then embedding the watermark in the singular values of each segment,
separately, reduces the effect of attacks and achieves higher correlation coefficients in the
detection process.

3.2.1 Watermark embedding

The original audio signal is segmented into non-overlapping segments. Each segment is reshaped
to a 2-D matrix, and the watermark image is embedded to the singular values (S matrix) of each
segment. To get the S matrices of the segments, we carry out SVD on each of these matrices.

The steps of the embedding process can be summarized as follows:

1. Segment the obtained signal into non-overlapping segments and transform each segment
into a 2-D matrix.

2. Carry out the SVD on the 2-D matrix of each segment (Bi matrix) to obtain the SVs (Si
matrix) of each segment, where i = 1, 2, 3, . . ., N, and N is the number of segments.

Bi ¼ UiSiV
T
i ð16Þ

3. Add the watermark image (W matrix) to the S matrix of each segment.

(a) SVD method. (b) Block-based SVD method.

Fig. 18 Variation of the SNR of the watermarked version of the second test signal with the watermark strength in
the absence of attacks

Multimedia Tools and Applications (2020) 79:5617–5648 5633



Di ¼ Si þ KW ð17Þ

4. Carry out the SVD on each Di matrix to obtain the SVs of each Swi matrix.

Di ¼ UwiSwiV
T
wi ð18Þ

5. Use the SVs of eachDimatrix (Swimatrix) to build thewatermarked segments in the time domain.

Bwi ¼ UiSwiV
T
i ð19Þ

6. Transform the watermarked segments into 1-D format.
7. Combine the watermarked segments back into a 1-D audio signal in time domain.
8. If watermarking has been carried out in a transform domain, an inverse of this transform is

performed.

(a) SVD method. (b) Block-based SVD method.

Fig. 19 Variation of the SNRseg of the watermarked version of the second test signal with the watermark strength
in the absence of attacks
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3.2.2 Watermark detection

The steps mentioned below are used to extract the possibly corrupted watermark:

1. Segment the possibly corrupted watermarked signal into small segments having the same
size used in the embedding process and transform these segments into a 2-D format.

2. Carry out SVD on the B*
wi matrix to obtain the S*wi matrix.

B*
wi ¼ U*

i S
*
wiV

*T
i ð20Þ

3. Obtain the matrices that contain the watermark using Uwi, Vwi, S
*
wi, matrices.

D*
i ¼ UwiS

*
wiV

T
wi ð21Þ

4. Extract the W*
i matrix from the Di matrices.

D*
i −Si

� �
=K ¼ W*

i ð22Þ

Fig. 20 Variation of the LLR of the watermarked version of the second test signal with the watermark strength in
the absence of attacks
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4 Objective quality metrics for audio signals

The proposed approach has twomain advantages: embedding encrypted images in the audio signals
and saving the quality of the signals. So, we need tomeasure the quality of the watermarked signals.
Several approaches based on subjective and objective metrics have been adopted to measure the
quality of audio signals [12, 22, 23, 34, 43, 47]. Objective metrics can be used for the evaluation of
the quality of the watermarked audio signals. Objective metrics are generally divided into intrusive
and non-intrusive metrics. Intrusive metrics include:

1- Signal-to-noise ratio (SNR).
2- Segmental signal-to-noise ratio (SNRseg).
3- Linear predictive coefficients (LPCs).
4- Linear reflection coefficients (LRCs).
5- Log likelihood ratio (LLR).
6- Cepstral distance (CD).
7- Spectral distortion (SD), which is based on the comparison between the power spectra of

the original and processed signals [12, 22, 23, 34, 43, 47].

(a) SVD method. (b) Block-based SVD method.

Fig. 21 Variation of the SD of the watermarked version of the second test signal with the watermark strength in
the absence of attacks
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Fig. 23 Spectrograms of the (a) Second test signal, (b) Watermarked version of the second test signal

(a) SVD method. (b) Block-based SVD method.

Fig. 22 Variation of the correlation coefficient Cr between the original and extracted watermarks for the second
test signal in the absence of attacks
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4.1 Signal-to-noise ratio (SNR)

The SNR is defined as follows [12, 22, 23, 34, 43, 47]:

SNR ¼ 10log10
∑N

i¼1x
2 ið Þ

∑N
i¼1 x ið Þ−y ið Þð Þ2 ð23Þ

where x(i) is the original signal, y(i) is the processed signal, i is the sample index, and N is the
total number of samples in both audio signals.

4.2 Segmental signal-to-noise ratio (SNRseg)

SNRseg is defined as an average of the SNR values of short segments. It is defined as [12, 22,
23, 34, 43, 47]:

SNRseg ¼ 10

M
∑
M−1

m¼0
log10 ∑

NmþN−1

i¼Nm

x ið Þ
x ið Þ−y ið Þ

� �2

ð24Þ

(a) SVD method. (b) Block-based SVD method.

Fig. 24 Variation of the SNR of the watermarked signal with the watermark strength in the presence of white
Gaussian noise attack for the second test signal
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4.3 Log likelihood ratio (LLR)

The LLR distance for an audio segment is based on the assumption that this audio segment can
be represented by a pth order all-pole linear predictive coding (LPC) model of the form [35]:

x nð Þ ¼ ∑
p

m¼1
amx n−mð Þ þ Gxu nð Þ ð25Þ

where x(n) is the nth audio sample, am (for m = 1, 2, …., p) are the coefficients of an all-pole
filter, Gx is the gain of the filter and u(n) is an appropriate excitation source for the filter. The
audio signal is windowed to form frames of 15 to 30 ms in length. The LLR measure is then
defined as: [30]:

LLR ¼ jlog a!xRy a
!T

x

a!yRy a
!T

y

0
@

1
Aj ð26Þ

where ax
! is the LPC coefficient vector (1, ax(1), ax(2), . . ., ax (p)) for the original audio

signal x(n), ay
! is the LPC coefficient vector (1, ay(1), ay(2), . . ., ay(p)) for the

watermarked audio signal y(n), and Ry is the autocorrelation matrix for the

(a) SVD method. (b) Block-based SVD method.

Fig. 25 Variation of the SNRseg of the watermarked signal with the watermark strength in the presence of white
Gaussian noise attack for the second test signal
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watermarked audio signal. The closer the LLR to zero, the better the quality of the
watermarked audio signal.

4.4 Spectral distortion (SD)

The spectral distortion (SD) is a form of measures that are implemented in frequency domain
on the frequency spectra of the original and processed signals. It is a measure calculated in dB
to show how far is the spectrum of the processed signal from that of the original signal. The SD
can be calculated as follows [12, 22, 23, 34, 43, 47]:

SD ¼ 1

M
∑
M−1

m¼0
∑

NmþN−1

i¼Nm
jVx ið Þ−Vy ið Þj ð27Þ

where Vx(i) is the spectrum of the original audio signal in dB for a certain segment in the time
domain, Vy(i) is the spectrum of the watermarked audio signal in dB for the same segment, N is
the segment length and M is the number of segments of the audio signal. The less the SD, the
better the quality of the audio watermarked signal.

(a) SVD method. (b) Block-based SVD method.

Fig. 26 Variation of the LLR of the watermarked signal with the watermark strength in the presence of white
Gaussian noise attack for the second test signal
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4.5 Correlation coefficient

The correlation coefficient (Cr) is taken between the extracted watermark (y) and the original
watermark (x), and it is defined as:

Cr ¼ n∑xy−∑x∑yffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n∑x2− ∑xð Þ2
h i

n∑y2− ∑yð Þ2
h ir ð28Þ

where n is the sample size, ∑xy is the sum of the products of every point of the extracted
watermark (y) and the original watermark (x), ∑x is the sum of the original watermark (x)
points, ∑y is the sum of the extracted watermark (y) points, ∑x2 is the sum of squared original
watermark (x) points and ∑y2 is the sum of squared extracted watermark (y) points.

5 Experimental results

Several experiments have been carried out to test the performance of the proposed SVD audio
watermarking algorithm and to verify the embedding performance. Simulation software is
Matlab R2018a. Time and transform domains have been used for watermark embedding. Both

(a) SVD method. (b) Block-based SVD method.

Fig. 27 Variation of the SD of the watermarked signal with the watermark strength in the presence of white
Gaussian noise attack for the second test signal

Multimedia Tools and Applications (2020) 79:5617–5648 5641



the proposed SVD and segment-based SVD watermarking techniques have been simulated.
The CS image shown in Fig. 6a is used as a watermark to be embedded in the first test audio
signal, shown in Fig. 6b. A second test audio signal is shown in Fig. 6c. In all experiments, the
above-mentioned audio quality metrics have been used for the evaluation of the quality of the
watermarked audio signal, and the correlation coefficient Cr has been used to measure the
closeness of the obtained watermark to the original one.

In the first experiment, the effect of the watermark strength K used to add the watermark to
the SVs of the audio signal is studied for both the SVD and the segment-based SVD techniques.
The results of this experiment in the absence of attacks are shown in Figs. 8a, 9, 10, and 11. The
results show that the case of FRTwith phase 5π

4 has larger values of SNR and SNRseg, and lower
values of LLR and SD compared to the other transform domains. It is clear from this experiment
that in the absence of attacks, SVD watermarking in the FRT domain leads to the lowest
deterioration in the audio signal. So, it is preferred to all other domains in the detection process.

It is also clear that segment-based audio watermarking causes more deterioration in the
audio signal as shown in Figs. 7b, 8, 9, 10, and 11, but it achieves some success in the
detection in the presence of attacks as will be shown in the next experiments. Figures 12a
and b show the spectrogram of the first test audio signal and the watermarked version of
this signal. It is clear that there is a little difference between the watermarked signal, and
the original audio signal, which cannot be noticed without the objective quality metrics.

(a) SVD method. (b) Block-based SVD method.

Fig. 28 Variation of the correlation coefficient Cr between the original and watermarked versions of the second
test signals in the presence of white Gaussian noise attack
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Audio signals may be subjected to Gaussian noise. Gaussian noise is a statistical noise
having a probability density function (PDF) equal to that of the normal distribution, which is
also known as the Gaussian distribution. In other words, the values that the noise can take are
Gaussian distributed. The PDF of a Gaussian random z is given by:

pG zð Þ ¼ 1

σ
ffiffiffiffiffiffi
2π

p e−
z−μð Þ2
2σ2 ð29Þ

where z represents the amplitude, μ is the mean value, and σ is the standard deviation of the
distribution.

In the second experiment, the robustness of both the SVD and the block-based SVD
watermarking techniques is studied in the presence of a white Gaussian noise attack. Fig-
ures 13, 14, 15, 16, and 17 show the variation of the SNR, SNRseg, LLR and SD, respectively,
of the watermarked signal with the watermark strength for the first audio signal in the presence
of white noise attack. They show that the case of using FRT with phase π

4 and SVD
watermarking achieves larger values of SNR and SNRseg, and lower values of LLR and SD
compared to the other cases.

In the third experiment, the robustness of both the SVD and the block-based SVD
watermarking techniques is studied in the absence of attacks. Figures 18, 19, 20, and 21 show
the variation of the SNR, SNRseg, LLR and SD of the watermarked version of the second test
audio signal with the watermark strength in the absence of attacks. The results show that the
case of FRT with phase 5π

4 achieves larger values of SNR and SNRseg, and smaller values of
LLR and SD compared to the other cases. It is clear from this experiment that in the absence of
attacks, SVD watermarking in the FRT domain achieves the lowest deterioration in the audio
signals. So, the FRT is preferred to all other domains in the detection process.

Figure 22 shows that variation of the correlation coefficient Cr between the original and
watermarked versions of the second test audio signal in the absence of attacks. It is clear that the
segment-based method increases the correlation coefficient of approximately all cases of trans-
form domain watermarking. Figures 23a and b show the spectrograms before and after the
watermark embedding process for the second test audio signal, which reveal that there is a little
difference between the watermarked signal and the original audio signal.

In the fourth experiment, the robustness of both the SVD and the block-based SVD
watermarking techniques is studied in the presence of white Gaussian noise attack. Figures 24,
25, 26, 27, and 28 show the variations of the SNR, SNRseg, LLR and SD, respectively, of the
watermarked version of the second test audio signal with the watermark strength in the presence
of white Gaussian noise attack. They show that there is a little difference in performance between
both cases.

6 Conclusion

For more security and robustness, we have studied the problem of embedding image water-
marks in audio signals. We have investigated the time and transform domains for watermark
embedding. An SVD-based audio watermarking technique in the FRT domain has been
introduced. Two implementations of this technique have been presented. We have concluded
that the SVD watermarking is very suitable for data hiding in audio signals. SVD
watermarking in the FRT domain with a phase of 5π/4 achieves the lowest deterioration of
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audio signals. It is clear from the results that in the presence of attacks, the watermarking in the
FRT domain with a phase of π/4 is better for watermark detection. It is also clear that the
segment-based implementation can achieve better performance, especially for correlation-
based detection.
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