
Multimedia Tools and Applications (2019) 78:32239–32259

A systematic survey on block truncation coding based
data hiding techniques

Rajeev Kumar1,2 & Ki-Hyun Jung2

Abstract
Block truncation coding is one of the simplest encoding methods which require insignificant
computing cost to compress images. Due to the vast demand on embedding data into compressed
images with low computing cost, a number of data hiding methods to improve block truncation
coding have been proposed to be suitable for the low power devices such as IoT devices, field-
programmable gate array, and portable image signal processor. In this paper, block truncation
coding based data hidingmethodswill be discussed and analyzed on two keymetrics - data hiding
capacity and image quality - as many researchers are focusing to increase the image quality along
with data hiding capacity. Here, our aim is to provide guidance to interested researchers for their
future works in the field of block truncation coding based data hiding techniques. Finally, future
directions of research with some suggestions will be discussed.
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Steganography

1 Introduction

Digital communication over the Internet has become a very popular communication tool. However,
the communication message/contents in the form of digital media like as text, image, video, audio
confront the security problems. To address the security problem, many cryptography techniques
such asDES andRSAhave been discussed, where the secret message can be encoded in such away
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so that its contents are not readable to any unauthorized person. Although cryptography techniques
can provide higher security, the visibility of the ciphertext/encoded message may pull attention to
attackers. To overcome the visible limitation, steganography also known as data hiding was
introduced [33]. The data hiding techniques embed the secret message in a cover media which
can be text, image, audio, and video, in such a way that its presence is not detectable to anyone [16,
25, 33, 44]. The data hiding techniques mainly work into three domains: spatial-domain [31, 34, 42,
49], frequency-domain [5, 32, 53], and compression domain [4, 6, 45]. The spatial domain-based
data hiding techniques embed the secret data by modifying the pixel values directly. These
techniques are the simplest and have the least computational complexity. The most prominent
spatial data hiding techniques are least significant bits (LSB) [3] and pixel-value difference (PVD)
[52]. The frequency domain-based data hiding techniques first transforms the original image into
frequency coefficients, and then the secret data is embedded into the transformed frequency
coefficients. The compression domain-based data hiding techniques first compress the original
media into compressed codes using any available compressionmethod like image compression such
as joint photographic experts group (JPEG) [35], vector quantization (VQ) [4], graphics interchange
format (GIF) [1], and block truncation coding (BTC) [15] and then the secret data is embedded into
the compressed codes. The secret data concealed in the compressed image is not easily detectable
and unauthorized people or attackers will not usually be suspicious on stego-images. The block
diagram as given in Fig. 1 shows the current compression domain-based data hiding schemes.

In general, there are two types of compression methods namely lossless and lossy. The
lossless compression method like LZW [15, 26], compresses the media in such a way that can
be completely restored to its original form whereas the contents of the media are lost when it is
compressed by lossy compression methods like block truncation coding (BTC). The lossy
compression techniques are quite popular when the media to be dealt with in the form of image
or video where the user needs to save bandwidth by reducing the media size significantly as
the loss of some of the contents does not have a significant impact on the meaning of the
message. The lossy compression methods are massively being used for the sharing of video/
images on the internet where the efficient use of bandwidth has higher importance. Therefore,
data hiding schemes in the lossy compression domain have seen a significant rise in recent
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Fig. 1 Block diagram of BTC/AMBTC based data hiding schemes
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years. In this paper, the existing BTC compression-based data hiding schemes will be
discussed. In the following section, BTC [15] and AMBTC [28] methods are briefly reviewed.

2 Block truncation coding (BTC) encoding method

Block truncation coding (BTC) was proposed by Delp andMitchell [15]. It is one of the simple
image compression algorithms for grayscale images. BTC divides the image into M ×M size
blocks to reduce its gray levels. The main idea of the BTC method is to maintain certain
statistical moments of each block by having two quantization levels and one-bit-plane per
block. To improve the performance further, Lema and Mitchell introduced a new lossy
compression method popularly known as AMBTC which stands for Absolute Moment Block
Truncation Coding [28]. AMBTC is computationally simpler than the BTC method. The
details of the image compression and decompression procedure of the AMBTC method are
described as follows.

During the compression procedure, the original image is partitioned into non-overlapping
blocks of size M ×M pixels in first. For each block of the image, the mean pixel value AVG is
calculated by using Eq. (1)

AVG ¼ ∑M�M
i¼1 xi

M �M
ð1Þ

Where xi represents the ith pixel value of a block of the image andM ×M represents the size of
the image block. Then, a bit-plane (B) is constructed for each block of the image in which
every pixel of the block is represented by one bit only, using Eq. (2) as follows:

Bi ¼ 0 if xi < AVG
1 if xi≥AVG

�
ð2Þ

The two quantization levels namely low mean values Lj and the high mean value Hj for each
block can be derived from Eqs. (3) and (4), respectively.

Lj ¼ ∑M�M
xi<AVG j

xi=β ð3Þ

Hj ¼ ∑M�M
xi ≥AVG j

xi= M �M−βð Þ ð4Þ

Where β is the number of pixels that are greater than or equal to AVG. The mean values Lj and
Hj are used to reconstruct the compressed image using the bit-plane by replacing ‘0’s by low
mean value Lj and ‘1’s by high mean value Hj. To illustrate the working of the AMBTC
method, an example is provided in the following subsection.

2.1 AMBTC example

Suppose we have an image block of size 4 × 4 pixels as shown in Fig. 2a. The mean AVG
of the block can be calculated using Eq. (1) as (130 + 92 + 161 + 165 + 133 + 97 + 90 +
170 + 147 + 175 + 140 + 183 + 124 + 194 + 106 + 116)/4*4 = 139. To construct the bit-
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plane for the image block, the mean value AVG =139 is then taken as a threshold. The
pixels having values greater than or equal to AVG are represented by 1 in the bit-plane;
otherwise, ‘0’ is used to represent the pixel value as shown in Fig. 2b. Two quantization
levels Lj=111 and Hj =167 are computed by Eqs. (2) and (3), respectively. By using these
two quantization levels Lj, Hj and a bit-plane, the compressed image block can be
constructed as shown in Fig. 2c where ‘0’ of the bit-plane is replaced by Lj and ‘1’ is
replaced by Hj.

3 Literature survey

In this section, we will discuss some BTC/AMBTC based data hiding schemes. In recent
years, there has been quite a lot of work in the domain of BTC/AMBTC based data hiding
schemes. BTC/AMBTC based data hiding schemes are majorly categorized into five catego-
ries, namely histogram shifting, prediction error expansion, type-1, block classification and
miscellaneous based methods on their style of working as shown in Fig. 3. Most of the
histogram shifting, prediction error expansion, type-1 and miscellaneous data hiding schemes
are lossless/reversible data hiding schemes, whereas block classification-based schemes belong
to lossy category. The reversible data hiding scheme enables the receiver to restore the marked
image to its original compressed form after extraction of the secret data/message, whereas the
original compressed image cannot be restored after extraction of the secret data in the case of
lossy schemes.

3.1 Histogram shifting based data hiding schemes

In this sub-section, some of the popular AMBTC based data hiding schemes using
histogram shifting are discussed. One of the most popular histogram shifting based
reversible data hiding scheme for AMBTC encoded images is given by Lo et al. [38].
First, the scheme constructs low-mean and high-mean tables in addition to bit-planes
stream. And then constructs a difference table that contains the difference of low mean
value from the corresponding high-mean value additionally. The secret data is embedded
in any of the two tables (Low mean table, High mean table, or difference value table)
according to the choice of a user by using the histogram shifting strategy of Ni et al. [42].
The embedding process has been shown through an illustrative example for Low mean
table (as the embedding process is the same for both the tables) in Fig. 4. The scheme
preserves the ethos of BTC compression after hiding the secret data. Thus, good stego-
image quality and high data hiding capacity are provided. However, the scheme needs to
separately send the information of the peak and zero point pairs to the receiver to extract
the secret data and recover the compressed image. An illustrative example of a reversible
data hiding scheme given by Lo et al. [38] is shown in Fig. 4.

130 92 161 165

133 97 90 170

147 175 140 183

124 194 106 116

0 0 1 1

0 0 0 1

1 1 1 1

0 1 0 0

111 111 167 167

111 111 111 167

167 167 167 167

111 167 111 111

(a) Original image block (b) Bit-plane of the image block (c) Reconstructed image block

Fig. 2 An example of AMBTC method
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Example: Let the low mean values in the low mean table be 23, 25, 23, 28, 30, 23, 29, 24,
21, 23, 33, 22, 26, 27, 23, 28 and secret data is “10010”. The scheme constructs a histogram of
the low mean table to identify the peak and zero points in first.

In this example, the peak point (most frequent number) is 23 and zero point (least frequent
number) is 31 considering the pixel intensity is in the range of 21–33. It has been identified
only one peak point and one zero point to make the example simple. Now, the pixel values
starting from 24 (peak point + 1) till 30 (zero point-1) are shifted by one to create room for
embedding the secret data in the peak point. Thus, low mean values after performing shifting
operation are 23, 26, 23, 29, 31, 23, 30, 25, 21, 23, 33, 22, 27, 28, 23, and 29. The scheme [46]
embeds the secret data into the peak points either by increasing its value by one or leaving it
unchanged. The value is increased when the bit to be embedded is ‘1’. The first peak point is at
first position in the matrix and bit to be embedded is ‘1’, so the value of the peak point is
increased by one. Thus, it becomes 24. The next peak point is at third position and bit to be
embedded is ‘0’, which means its value will remain unchanged. Following in the same manner,
the complete secret data can be embedded into the mean table. Thus, the final values after
embedding the secret data are 24, 26, 23, 29, 31, 23, 30, 25, 21, 24, 33, 22, 27, 28, 23, and 29.
The extraction process is just reversed for the embedding process.

To overcome the limitation of Lo et al. [38], Chang et al. [7] discussed a new data hiding
method that embeds the secret message in the bit-plane data along with quantization levels

Fig. 3 Taxonomy of the AMBTC based data hiding schemes
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Fig. 4 An example of histogram shifting based method [38]
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using slightly modified Ni et al. [42]. The modification of the histogram shifting strategy
removes the limitation of sharing peak and zero point’s information with the sender. The
additional bit-plane data for embedding the secret data also increases the data hiding capacity.
Thus, Chang et al.’s scheme is able to provide at least 3 times higher data hiding capacity when
compared with Lo et al.’s scheme. To further increase the data hiding capacity while keeping
the standard format of the AM(BTC) compressed codes, there have been several variants such
as multilevel histogram shifting given by Zhao et al. [56] and Amita et al. [2], residual
histogram shifting by Chang et al. [8], bi-stretch hiding by Li et al. [30], bit-plane flipping
by Li et al. [29] and Lin & Liu [36]. Kim et al. [24] discussed a new data hiding scheme for
AMBTC compressed images using histogram modification. Kim et al.’s scheme is able to
increase the data hiding capacity quite significantly, however, it fails to retain the standard
format of trios of AMBTC. Recently, Chen et al. [13] proposed a reversible data hiding
method based on block classification and histogram modification strategy. The method
positions the quantization levels of each block at the corners and then classifies the blocks
into four categories. Each block is used to embed the secret data using a novel data hiding
strategy.

3.2 Prediction error expansion based data hiding schemes

One of the most popular prediction error expansion based reversible data hiding schemes for
AMBTC compressed images is discussed by Sun et al. [46]. Sun et al.’s scheme uses a joint
neighbor coding technique and embeds the secret data into low-mean and high-mean tables to
keep the bit-planes unchanged. Sun et al.’s method selects a prediction value according to the
to-be-embedded bits and obtains the prediction errors for data embedding. Before embedding
the secret data, Sun et al.’s method classifies the quantization values into referential and
predictable groups. The quantization values in the first row, the first column and the last
column are chosen as the referential quantization values as shown in the gray background of
Fig. 5 to recover the predictable ones. Other quantization values are predictable as shown in
Fig. 5 with a white background, where two bits of secret data can be carried by each
quantization value. Since the embedding in higher and lower quantization values share the
same procedures, only higher ones are taken for illustration. The illustrative example to explain
Sun et al.’s method is given as follows. Since the data hiding process for high mean and low
mean values is the same, the high mean value is considered as shown in Fig. 6.
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Fig. 5 Neighboring indices of
mean value Hi
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Example: Let H = 176 be the high mean value which is to be encoded, m = 4 and secret
data S to be embedded is (10)2. First of all, two-bit sequence R is generated at random and let
(01)2. Now, the sequence R is XOR operation with secret data S, S⊕R to get new secret data
S′ to get the predicted location value Ph. Thus, S′ = (10⊕ 01) = (11)2 and Ph is 189 in Fig. 5.
Then, the prediction error Eh can be calculated as H-Ph = 176–189 = −13. The Eh is then
represented into binary form as per the following cases.

– Case 1: If the Eh value is in the range of –(2m-1) to 0, then represent Eh value in m-bit
binary forms concatenated by (10)2.

– Case 2: If the Eh value is less than –(2m-1), then represent Eh value in m-bit binary forms
concatenated by (00)2.

– Case 3: If the Eh value is in the range of 0 to (2m-1), then represent Eh value in 8-bit binary
forms concatenated by (11)2.

– Case 4: If the Eh value is greater than (2m-1), then represent Eh value in 8-bit binary forms
concatenated by (01)2.

The concatenation is done on the left side so that the receiver can easily extract the original
data. In this example, Eh is − 13 means Eh is represented as 10||1101 which belongs to Case 1.
The final codestream Ch for high mean value H is represented as 11||10||1101, where the first
two bits belong to S′. To extract the secret data S from Ch and recover high mean value H, the
receiver will calculate XOR operation for the first two bits with sequence R as S = (11⊕
01) = (10)2 and then where the predicted value Ph is located using the first two bits i.e., (11)2 of
Ch,. The value in the image at the location (11)2 is 189 as shown in Figs. 5 and 6. The next two
bits stated as D tell about the sign (positive or negative) on the prediction error Eh which can be
extracted from Ch after the first four bits. If D belongs to (01) or (11) then the prediction error
Eh is positive otherwise it is negative. In this example, D is 10 which means Eh = (1101)2 = 13
is negative. Thus, the high mean value H can be obtained as Ph + Eh = 189+ (−13) = 176.

Wang et al. [51] discuss a new prediction-error expansion based reversible data hiding
scheme for BTC compressed images. Wang et al.’s scheme utilizes the correlation among
neighboring blocks to embed the secret data. Wang et al.’s scheme constructs the low mean
value and high mean tables and embeds the secret data into both the means using prediction-
error expansion given by Thodi et al. [49] only when the low mean value and the

Fig. 6 An example of prediction error expansion-based method [46]
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corresponding high mean value are not equal. Wang et al.’s scheme directly replaces the bit-
plane by the secret data bits for the blocks having equal high mean value and low mean. Tsai
et al. [50] discuss a new reversible data hiding scheme which is basically an extension of Sun
et al. [46]. Tsai et al.’s scheme uses the median edge detector to predict the high mean and low
mean values for neighboring blocks instead of a random predictor in Sun et al.’s scheme [46].
Tsai et al.’s scheme then embeds the secret data into the predicted difference based on the
difference expansion technique. To further improve the performance of Sun et al. [46], Hong
et al. [18] additionally introduce alternative prediction to minimize the prediction errors and
efficient error division to minimize the number of bits for encoding the prediction errors. Thus,
Hong et al.’s scheme is able to increase the data hiding capacity. Hong et al. [20] introduce a
joint adaptive coding-based data hiding scheme that uses reversible integer transform to
efficient predictive encoding. Thus, Hong et al.’s scheme claims to reduce the bitrate to
represent the images and improves the embedding efficiency.

3.3 Type-1 based data hiding schemes

The Type-1 schemes modify the AMBTC codes/images in such a way that the ethos of
compression is destroyed for hiding the secret data. Type-1 based techniques provide good
data hiding capacity and maintain stego-image quality, however, fail to preserve the compres-
sion ratio as of the original image. One of the most popular Type-1 based reversible data hiding
scheme for AMBTC encoded images is given by Lin et al. [37]. Lin et al.’s scheme combines
the secret message bits with the bit-planes first of all. Then the combination (bit-planes and
secret data bits) is used to classify the image blocks into two categories namely embeddable
and non-embeddable. A block is said to be an embeddable block if the number of different
combinations with secret data bit and bit-plane bits per block is more than 2, otherwise, the
block is considered non-embeddable. If the block is an embeddable block, then the secret data
can be considered to embed using four different combinations of average AVG and standard
variation var as follows:

& If the combination is ‘00’ where the first ‘0’ is from the secret data and last ‘0’ is from the
bit-plane, then the corresponding pixel value for the image block will be AVG - var.

& If the combination is ‘01’ where the first ‘0’ is from the secret data and the ‘1’ is from the
bit-plane, then the corresponding pixel value for the image block will be AVG + var.

& If the combination is ‘10’ where the first ‘1’ is from the secret data and the ‘0’ is from the
bit-plane, then the corresponding pixel value for the image block will be AVG – var -1.

& IF the combination is ‘11’, then the corresponding pixel value for the image block will be
AVG + var +1.

Thus, Lin et al.’s scheme embeds a decent amount of secret data if the secret data bit stream is
good a mixture of zeros and ones. Sun et al. [47] extended Lin et al.’s scheme to overcome the
limitation of continuous zeros or ones in secret data bit-stream. Thus, Sun et al.’s scheme
significantly increases the data hiding capacity. However, since Lin et al. and Sun et al.’s
schemes are not able to maintain the ethos of AMBTC compression for each embeddable
block in the final stego-image, two schemes will have more than two different values. Zhang
et al. [55] discuss a new reversible data hiding scheme for BTC compressed images based on
the lossless coding of mean tables. Zhang et al.’s scheme constructs the mean tables both for
low mean values and high mean values separately. And then partitions both the tables into 2 ×
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2 blocks. The mean values are encoded into the code stream to hide the secret data. Huynh
et al. [23] discuss minima-maxima preserving data hiding scheme for AMBTC compressed
images. Huynh et al.’s scheme makes use of the least significant bit substitution method to hide
the secret data into the compressed image. Huynh et al.’s scheme adaptively uses LSB
substitution method for hiding the secret data. To provide the reversibility, Huynh et al.’s
scheme does not embed the secret data into the first low and first high mean value of each
image block. Therefore, the hiding capacity is significantly increased and the stego-image
quality is also maintained. Chang et al. [10] discuss a joint neighborhood coding (JNC) based
reversible data hiding scheme for AMBTC compressed images. The scheme makes use of JNC
and XOR operators for hiding the secret data into the low and high means tables. Although the
scheme provides high data hiding capacity, file/image size gets increased. The similar work is
also carried out by Zhou et al. [57] by using gray code to improve performance in addition. To
further increase the data hiding capacity, a new reversible data hiding scheme using pixel value
adjusting strategy for AMBTC compressed images is introduced by Malik et al. [41]. Malik
et al.’s scheme embeds the secret data into the AMBTC compressed image using some pre-
defined embedding rules. Malik et al.’s scheme first converts the secret data bit stream into
base-3 representation and then identifies the embeddable block using the difference of
quantization levels (low-mean and high-mean) which should be greater than one. Each pixel
of the embeddable blocks (except the first low mean and first high mean of each block) is used
to embed the secret by modifying its value by one at most. The detailed illustrative example of
Malik et al.’s scheme is given as follows.

Example: Let original image of size 4 × 4 pixels having intensity be 128, 90, 159, 163,
131, 95, 88, 168, 145, 173, 138, 181, 122, 192, 104, 114. The image is compressed using
AMBTC compression to provide a trio having Low mean (Lm) = 109 and High mean (Hm) =
165 a bit-plane as shown in Fig. 7 for a raster scan manner. The trio is then used to construct
the compressed image. Then, the secret message is embedded into the image. The scheme first
converts the secret data bit stream into the base-3 format and then identifies the non-
embeddable pixels from the compressed image/block. The non-embeddable pixels for every
block are the first low mean and the first high mean valued pixels. The rest of the pixels are
used for embedding the secret data. The scheme embeds one digit (base-3 converted) in every
embeddable pixel by either incrementing/decrementing its value by one if the secret digit is
‘1’/‘2’ or leaving it unchanged if the secret digit is ‘0’. The illustration of the embedding
process for hiding the secret data is shown in Fig.7. The non-embeddable pixels (i.e. the first
Low mean pixel and the first High mean pixel) are discriminated by different colors
respectively.

The extraction process at the receiving end is just reverse embedding process done at the
sender side. The receiver first identifies the non-embeddable pixels from the image/block.
Then uses the identified pixel values to extract the secret data from all the remaining pixels and
restore the image.

& If the embeddable pixel value is equal to {Low meanm, High mean }, then the embedded
secret data digit is ‘0’ and there had been no change in the pixel value.

& If the pixel value is greater than by 1 at most than {Low mean (Lm), High mean (Hm)}, it
means the embedded digit of the secret data is ‘1’ and recovers the pixel value by
decreasing by 1.

& Otherwise, the embedded digit of the secret data is ‘2’ and recovers the pixel value by
increasing it by 1.
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Thus, the compressed image is restored, and the secret data is completely extracted which is in
the base-3 format. This secret data is then converted into binary form to get the original secret
data bit stream.

3.4 Block classification based data hiding schemes

In this sub-section, some of the popular block classification-based data hiding schemes for
AMBTC compressed images are described. Chuang and Chang [14] introduced block
classification-based data hiding scheme for BTC compressed images in 2006. The scheme
uses a user-defined threshold for classifying the BTC compresses code trios or blocks in two
categories namely smooth and complex based on the difference of their quantitation levels, i.e.
high mean value and low mean value. If the difference is smaller than the defined threshold,
then the block is considered a smooth block otherwise it is considered a complex block. The
scheme then embeds the secret data in the smooth blocks by replacing the bits of the
corresponding bit-plane with the secret data bit stream. Chuang and Chang’s scheme does
not embed the secret data in the complex block because the replacement of bit-plane bits with
the secret data bits may result in drastic deterioration on stego-image quality. Ou and Sun [43]
discussed a new data hiding method to improve the quality of stego-image on Chuang and
Chang’s scheme. Ou and Sun’s scheme basically recalculates the quantization levels, i.e. the
high mean value and the low mean value of smooth blocks after hiding the secret data to
reduce the difference. Additionally, Ou and Sun’s scheme increases the data hiding capacity by
embedding secret data bits into the quantization levels of complex blocks by changing their
order and flipping the bits of the corresponding bit-plane as per the secret data bits like Chen
et al. [12]. The illustrative example of Ou and Sun’s scheme is given as follows.

Example: Let the secret data bit stream S be (11101010101010011)2 and the threshold (thr)
be 15. Further suppose two blocks each of size 4 × 4 pixels contain pixel values 98, 88, 83, 80,
74, 73, 70, 75, 78, 79, 78, 79, 80, 79, 77, 77 and 184, 209, 210, 203, 179, 206, 209, 200, 183,
203, 201, 191, 192, 209, 200, 188. Two blocks are compressed using AMBTC compression
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Fig. 7 An example of Malik et al.’s scheme [41]
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technique and obtain low mean values i.e. 75 & 186 and high mean values 83 & 205 along
with two bit-planes as shown in Fig. 8.

Then, absolute differences D1 and D2 are calculated as D1 = |75 − 83| = 8 < thr, which is less
than the defined threshold value and as D2 = |186 − 205| = 19 > thr, which is greater than the
defined threshold value. It means the first block is a smooth block and the second block is a
complex block. The secret data in a smooth block is embedded by replacing the bits of the bit-
plane with the same number of bits of secret data. Thus, a new bit-plane is received. To
minimize the caused distortion, mean values are recalculated according to the new bit-plane
with some predefined equations. New mean values are 77 and 81 for the smooth block as
shown in Fig.8. In the complex blocks, only one bit of secret data is embedded. If the bit to be
embedded is ‘1’, then the ordering of mean values is changed, and the bits of the bit-plane is
flipped, otherwise, everything remains unchanged as shown in Fig. 8. The secret data is
extracted from the received blocks by identifying their types. To identify the type, absolute
differences D1 and D2 of mean values are calculated as follows |77 − 81| = (3 < thr), which is
less than the defined threshold value and follows |205 − 186| = (19 > thr), which is greater than
the defined threshold value. It means the first block is a smooth block and the second block is a
complex block. The secret data from the smooth block is extracted by extracting its bit-plane
bits, thus, the extracted secret data from the smooth block is 1110101010101001. In the case of
a complex block, the receiver checks the mean values ordering if the first mean value is lower
than the second one, and then the hidden secret bit is ‘0’ otherwise it is ‘1’. Thus, complete
secret data is extracted.

Huang et al. [22] improved the Ou and Sun [43] in terms of data hiding capacity. Huang
et al.’s scheme utilized the difference of the quantization levels irrespective of their block type
to embed the secret data. The quantization levels are modified for hiding the secret data in such
a way so that their restoration to original value/form after extraction the secret data. Hong et al.
[19] extended Ou and Sun’s schemd to improve the stego-image quality by introducing a new

Fig. 8 An example of Ou and Sun’s scheme [43]
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scheme that efficiently processes the quantization levels of smooth block after hiding the secret
data to reduce the caused distortion. Hong et al.’s scheme additionally uses a perturbation
technique to hide two additional bits in the quantization levels. Hong [17] introduced a new
data hiding method using a pixel pair matching technique. Hong’ scheme further minimized
the caused distortion by processing the smooth blocks efficiently while hiding the secret data.
Additionally, Hong’ scheme embeds a few more bits of secret data into the quantization levels
of a smooth block by using adaptive pixel pair matching. Hong et al. [21] introduced a
difference matching technique to extend Huang et al.’s scheme for minimizing the caused
distortion while embedding the secret data into the quantization levels. The difference
matching technique adjusts the quantization values to minimize the caused change and makes
use of quantization level ordering for additional data embedding. Therefore, hiding capacity is
increased with improved stego-image quality. Chen and Chi [11] discussed a new data the
hiding scheme which categorizes the blocks into three categories namely smooth, complex-1
and complex-2 instead of two categories [22, 43]. Chen and Chi’s technique uses two user-
defined thresholds and classifies the blocks in three categories. The scheme embeds the secret
data in smooth and complex-1 blocks in a similar fashion in Ou and Sun’s scheme, however,
additional two bits are embedded in complex-2 blocks. The work is further extended by Kumar
et al. [27] by utilizing the complex block’s bit-planes for additional embedding. Malik et al.
[39, 40] discussed a new data hiding scheme that modifies the AMBTC encoding strategy.
Malik et al.’s scheme produces four quantization levels and two bits bit-plane instead of two
quantization levels and one-bit bit-plane [11, 22, 43]. Malik et al.’s scheme claims that
additional bits used in bit-plane can be used for embedding the secret data and two extra
quantization levels to help in reducing the caused distortion. Thus, Malik et al.’s scheme
embeds the secret data even in complex blocks using a similar method. Therefore, the scheme
provides superior stego-image quality and high data hiding capacity. However, Malik et al.’s
scheme reduces the compression ratio by half.

3.5 Miscellaneous data hiding schemes

In this sub-section, some schemes that have been classified into the miscellaneous category are
explained. Both lossless and lossy data hiding schemes are comprised. Tang et al. [48] worked
a new AMBTC based steganography scheme using the interpolation technique. The original
image is first down-scaled ¼ to its original size and then up-scaled to its original size using the
interpolation technique. The up-scaled image is called as the cover image which will be used
for hiding the secret data. The scheme makes use of a rotation method to improve security.
Thus, high data hiding capacity along with good quality stego-image is achieved. However,
the use of the interpolation technique harms the prospects of the reversibility of the original
compressed image. Due to the requirement of content security, encrypted domain based
reversible data hiding schemes have seen significant growth in recent years. Yin et al. [54]
proposed a secure reversible data hiding scheme for encrypted AMBTC images in 2017. Yin
et al.’s scheme first ciphers/encrypts the quantization levels using a random key and then uses
prediction error histogram modification strategy for embedding the secret data. Thus, two keys
namely encryption and hiding keys are used. The person possessing only the encryption keys
will be able to decrypt the image to get an image that is similar to the original but not the
hidden secret data one whereas the person with only the hiding key will be able to get the
hidden secret data but not the original image. Only the person holding both the keys will be
able to get both the secret data and the original image. Thus, the scheme increases the security
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of the contents. Chang et al. [9] discuss a novel steganography scheme for BTC-compressed
images using a dynamic programming strategy. The scheme first searches for the optimal
solution of the bijective mapping function for LSB substitution and then quantization values
are modified to embed the secret data. The modification is done in such a way that high data
hiding capacity can be achieved without making a bigger change to the image. Further, the
scheme is able to maintain the same bitrate as of original block truncation coding.

4 Performance analysis and discussion

To analyze the performance of AMBTC based data hiding schemes, three important param-
eters, i.e. data hiding capacity, compression ratio, and visual quality were used. Data hiding
capacity refers to the total number of bits embedded in the cover image and the compression
ratio is achieved by dividing the size of the original/input image with the compressed/output
image. The visual quality is measured using the peak signal-to-noise ratio (PSNR), which is
calculated using Eq. (5) as follows:

PSNR ¼ 20log10
Pl

1

M � N
∑N

i¼1∑
N
j¼1 xij−yij

� �2

2
64

3
75 ð5Þ

Where, Pl is the maximum peak value of the image and xij and yij are the pixels located at the ith

row and jth column of cover image x and stego-image y for each of size M ×N pixels,
respectively.

Six grayscale cover images are used for experimental results namely Lena, Boat, Baboon,
Peppers, Goldhill and F16 as shown in Fig.9. The secret data is embedded in 4 × 4 blocks for

(a) Lena (b) Boat (c) Baboon 

(d) Peppers (e) Goldhill (f) F16

Fig. 9 Cover images with 512×512 size
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all the methods being used in performance analysis and discussion. The comparative analysis
of existing AMBTC based data hiding schemes is done according to their style of working.

The comparison of different histogram shifting based reversible data hiding schemes for
visual image quality and data hiding capacity is shown in Figs. 10 and 11, respectively. In
Fig.10, Kim et al.’ scheme [24] is outperforming for histogram shifting based reversible data
hiding schemes in terms of PSNR whereas Bi-Stretch [30] is performing better than all the
other related schemes in terms of hiding capacity as shown in Fig. 11. The main reason for the
performance is the non-compliance of the AMBTC format as blocks of the output image may
have more than two different values rather than the usual two values. Thus, these schemes
provide a good quality marked image and higher data hiding but at the cost of compression
ratio.

The experimental results of PSNR and hiding capacity (in bits) for prediction based
reversible data hiding schemes on AMBTC compressed images are shown in Figs. 12 and
13. In Figs.12 and 13, Hong et al. [22], Sun et al. [46] and joint adaptive coding [20] are
outperforming in both PSNR and data hiding capacity for all cover images. The main reason
for such superior performance is the efficient prediction method, which takes into account the
median edge detector or joint adaptive coding for low and high mean values prediction.
Further, adaptive embedding and efficient error division helped in minimizing the number of
bits for encoding the prediction errors.

The Type-1 schemes basically embed the secret data in the compressed image by modifying
every pixel value of the image. Therefore, the stego-image of Type-1 schemes will have more
than two different values per each block, unlike the original AMBTC compressed image which
has just two different values, low mean and high mean values. Thus, Type-1 schemes diminish
the ethos of AMBTC compression which results in less compression ratio.

To analyze the performance of type-1 schemes quantitatively, the same parameters namely
visual image quality and data hiding capacity are used as shown in Figs. 14 and 15. In Fig.14,
Chang et al. [10] is performing better than Type-1 schemes in terms of PSNR. Malik et al.’s
scheme [41] has almost 1.5 times higher data hiding capacity than other related methods such
as Chang et al. [10], Lin et al. [37] and Zhang et al. [55] as shown in Fig. 15. Malik et al. [41]
provides higher data hiding capacity because it is able to use every pixel of the image for secret
data embedding. Further, the quality of the output image is maintained as the pixel values are
changed by one at most while hiding the secret data. Specifically, Malik et al.’s scheme
embeds almost 1.5 bits in every pixel except two pixels per block which has higher data hiding
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P
S

N
R

Fig. 10 Comparison of PSNR on different Histogram-based schemes
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capacity while maintaining stego-image quality. However, the achieved compression ratio is
greatly diminished since every pixel value by eight bits is required to represent.

The block classification-based data hiding schemes for AMBTC compressed images are
lossy data hiding schemes. These schemes embed the secret data by replacing the bit-plane
with the secret data bits which cause permanent loss of original bit-plane values. There has
been a lot of work on block classification-based data hiding schemes for AMBTC compressed
images.

To analyse the performance, the experimental results and comparison of classification-
based schemes like Malik et al. [39], Hong [17], Huang et al. [22], Ou & Sun [43], Hong
et al. [19] Chuang and Chang [14] in terms of PSNR and embedding capacity are shown in
Fig. 16–21. In Fig. 16, Malik et al. [39] has high data hiding capacity and has a slight edge
on PSNR value as well. The good performance is its four-quantization levels and two-bit
bit-plane to reduce the compression ratio by half. The second-best performance in terms of
data hiding capacity is achieved by Hong [17]. The performance in terms of PSNR in Hong
[17] is achieved along with data hiding capacity when compared with Huang et al. [22], Ou
& Sun [43] and Hong et al. [19]. Moreover, Hong’s method maintains the same compres-
sion ratio of Huang et al. [22], Ou & Sun [43], and Hong et al. [19]. Therefore, block
classification-based schemes have performed quite well in the aspect of image quality and
data hiding capacity. However, block classification-based schemes have a lack limitation of
reversibility due to the bit-plane replacement. In future works, the researchers can work on
the problem of irreversibility.
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Fig. 11 Embedding capacity on different histogram-based schemes
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To comprehensively evaluate the performance of AMBTC compression-based data
hiding schemes, the best performing schemes from each defined category i.e.,
(histogram, prediction, Type-1, block classification) are cumulatively evaluated using
combo graph as shown in Fig. 17 for all test images. In Fig. 17, Kim et al. [24] from the
histogram-based schemes category has the highest PSNR whereas Malik et al. [41] from the
Type-1 category has the highest embedding capacity. The main reason behind the outstand-
ing performance of two schemes is the violation of the syntax of AMBTC encoding which
results in a reduced compression ratio.

Thus, it can be summarized that the existing data hiding schemes (other than the
block classification-based data hiding schemes) for AMBTC compressed images/codes
have achieved high data hiding capacity while maintaining image quality. However,
some of the schemes like Kim et al. [24] and Malik et al. [41] have violated the ethos
of AMBTC compression while hiding the secret data, thus, results in a low compres-
sion ratio. The violation may invite the suspicion of the potential attackers. In the
future research direction, the researchers can explore to preserve the format of
AMBTC codes without compromising with the data hiding capacity and image
quality.

There has been a lot of work in different directions such as histogram shifting,
prediction error expansion, Type-1, block classification on AMBTC compressed
images/codes for hiding the secret data. The experimental results show that the quality
is being maintained for most of the schemes while hiding the secret data.
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Fig. 13 Embedding capacity on different prediction-based schemes

Fig. 14 PSNR on different Type-1schemes
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Fig. 16 PSNR versus embedding capacity
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5 Conclusions and summary

In this systematic survey, AMBTC based data hiding schemes have been discussed and analyzed.
Existing schemes have utilized multiple popular data hiding concepts like histogram shifting,
prediction error expansion and LSB replacement to hide the secret data efficiently. The performance
of the previous schemes has been analyzed using hiding capacity, compression ratio, and visual
quality. Themain analyzed results of previous schemes are as follows: (a) Compressed image can be
completely restored alongwith extraction of the secret data, (b) Reduction in the required bandwidth
to transmit the secret data by AMBTC is a lossy compressionmethod, (c) High data hiding capacity
can be providedwithout distortion the stego-image quality. As a result, different data hiding schemes
using the AMBTC compressed images have performed quite well. However, the stego-image
quality has been limited to the quality of AMBTC compressed image for the format of AMBTC
trios. To enhance the image quality further, an adaptive AMBTC based data hidingmethod could be
required. Further, new direction works can be extended on AMBTC based data hiding schemes by
interpolation and/or encryption-based data hiding schemes in some way.
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