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Abstract

Object detection, aiming at locating objects from a large number of specific categories in
natural images, is a fundamental but challenging task in the field of computer vision. Recent
years have seen significant progress of object detection using deep CNN mainly due to its
robust feature representation ability. The goal of this paper is to provide a simple but com-
prehensive survey of the recent improvements in object detection in the era of deep learning.
More than 100 key contributions are investigated mainly from five directions: architecture
diagram, contextual reasoning, multi-layer exploiting, training strategy, and others which
includes some other progress like real-time object detectors and works borrowing the idea
from RNN and GAN. We discuss comprehensive but straightforward experimental com-
parisons under widely used benchmarks and metrics. This review finishes by providing
promising trends for future research.

Keywords Object detection - Deep convolutional neural networks (CNNs) -
Recent progress - Computer vision

1 Introduction

Object detection is a fundamental and challenging task in computer vision. It can be treated
as a combination of classification and localization, but multiple objects with different scales
should be detected and classified at the same time within one image. Object detection has
received wide attention and has been applied in many other fields like autonomous driving
[15], surveillance [4], efc.

Early object detection approaches adopted the sliding-window paradigm. Hand-crafted
features like HOG [12] and SIFT [59] are applied and classifiers detect objects on dense
image grids. Based on multi-scale, deformable models, DPM [23] and its descendants have
been the leading methods on PASCAL VOC [19] for many years.
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With the availability of large-scale training data like ImageNet [14] and the advance of
high-performance GPUs, it’s easy to train large models especially deep convolutional neural
networks such as AlexNet [45]. Many CNN-based methods have been proposed to boost
the performance of object detection for the powerful feature representation ability of CNN.
The history of CNNss for vision recognition can date back to LeNet [46] in the 1980s, which
is applied to document recognition. Due to the computation constraint at that time and the
appearance of the other simple but efficient methods like support vector machine (SVM),
deep learning has not been applied broadly yet. Until a milestone method, AlexNet, won the
first place in ILSVRC 2012, deep learning represented by CNN returns to the public view
and object detection steps into the era of deep learning.

According to [28], object detection can be roughly sorted into three kinds: object
detection (OD), salient object detection (SOD) [42] and category-specific object detection
(COD). We focus on category-specific object detection, and we use object detection instead
of COD through this paper. Object detectors based on CNN can be categorized into two
types: two-stage and one-stage. In the two-stage method, a set of region proposals are firstly
generated by Selective Search [85] or EdgeBoxes [107] or region proposal network (RPN)
[71], then the certain object locations and the corresponding category labels are determined
by using convolutional networks (the below part of Fig. 1). On the contrary, the one-stage
approaches use a single feed-forward convolutional network [68] or a reduced convolu-
tional network with extra multi-scale layers [56] to directly predict object classes and object
bounding boxes (the above part of Fig. 1).

The difference between one-stage method and two-stage method is whether there is a
region proposal stage before the detection part or not, but we summarize the two methods

Backbone Detection Business Part

Pooling

Back ) .
ackbone Detection Business Part

Fig. 1 Illustration of backbone and detection business part. The diagram above is a concise version of SSD
[56] and the below is from Faster R-CNN [71], which are the representative models of one-stage and two-
stage respectively. The backbone networks are usually borrowed from classification task, and a reduced
VGG-16 [79] is employed in both the two networks
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regardless of the region proposal, and we divide the whole detection process into two
parts: backbone and detection business part, see Fig. 1. The backbone networks are usually
designed and trained for ImageNet [14] classification task. The robust feature extraction
ability and transfer learning help the later detection business part detect and classify the
objects more accurate. The detection business part is integrated into the backbone after the
feature map generated in the previous layer.

As the borrowed backbone network is a fundamental part of an object detector, its per-
formance on classification will affect the accuracy on object detection. Since AlexNet [45]
became the winning of ImageNet [14] in 2012, the last few years had witnessed signifi-
cant progress in the accuracy improvement on this authoritative dataset. Intuitively, these
architectures focus on the accuracy improvement while they need to solve the problems
arising with the increasing of the depth of network (e.g., a 152-layer ResNet [30] surpasses
a 16-layer VGG-Net [79] with three times depth but lower complexity). On the other hand,
some methods [8, 35, 40, 100] pay close attention to the model size and running speed
for applying their applications on devices with memory and computing speed constraint
(e.g., SqueezeNet [40] achieves comparable accuracy compared to AlexNet [45] with 50x
fewer parameters and less than 0.5MB model size with model compression). More details
about these architectures that employed in object detection as backbone will be discussed
in Section 2.1.

Object detection business part, as mentioned above, is the vital part of object detection
pipeline which turns the feature maps output from backbone to class labels and bounding
boxes. Similar to the backbone networks, two-stage approaches focus on improving the
accuracy on standard evaluation datasets like PASCAL VOC [18, 19] and MS COCO [52].
Differently, one-stage methods perform better in speed perspective, such as YOLO [68] can
process an image at 45 frames per second (FPS) with the accuracy outperforms R-CNN [24]
and its second version YOLO9000 [69] outperforms Faster R-CNN [71] with ResNet while
still running significantly fast. Some of the two mainstream methods [24, 56, 68, 73] will
be introduced in Section 2.2.

The main purpose of this paper is about the recent progresses of object detection in
deep learning era, mainly about the detection business part. As shown in Fig. 2, we firstly
introduce some representative models of detection business part in Section 2.2. Then, in
Section 3, we investigate recent progresses of the detection business part mainly based on
R-CNN [24], YOLO [68], and SSD [56] from five perspectives: architecture diagram, con-
textual reasoning, multi-layer exploiting, training strategy and others. Methods focusing on
architecture diagram try to design new network by replacing their backbone or changing
the components of the original detectors like using position-sensitive Rol pooling or using
deformable convolution instead of standard convolution or adopting multi-stage or cascade
structure. Approaches concatenating multi-scale features, using top-down pathway and con-
duct skip connections and combining both will be classified into multi-layer exploiting part.

Fig.2 Architecture of the main
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Contextual information plays an important role in object detection especially for object
detection of small objects. Some advanced techniques like concatenating features, using
a semantic segmentation subnet utilized for introducing context into detection will be
discussed in this part. Different training problems like class imbalance, non-maximum
suppression, large mini-batch and etc. will be solved with different training strategies. Addi-
tionally, new ideas borrowed from the other fields like Recurrent Neural Network (RNN),
generative adversarial networks (GAN), weakly supervised learning, and new backbone for
object detection and real-time object detectors will be introduced at last.

Benchmarks and metrics for object detection will be talked in Section 4 and compre-
hensive but straightforward comparisons of object detectors in this paper will be given in
Section 5. Finally, we conclude this work in Section 6 and offer some promising trends for
future research.

The main contributions of this paper are summarised as:

1. Plenty of literatures are investigated in this brief review to give a comprehensive
understanding of object detection in the deep learning era.

2. Mainly focusing on the recent progress on object detectors using deep CNNs, we review
these works through a unique methodology from five main parts: architecture diagram,
contextual reasoning, multi-layer exploiting, training strategy, and others.

3. Comprehensive comparisons of these detectors are summarised to offer an intuitive
understanding of differences between them. Some promising trends for future research
are provided after a short summary of this review.

2 Backbone and detection business part

In this section, we go deep into the improvements on the backbone network and two main
streams of the detection business part respectively. Firstly, we investigate the backbone from
both accuracy and speed perspective. Then we introduce the main methods of the two main
streams like R-CNN [24], OverFeat [73], YOLO [68] and SSD [56].

2.1 Backbone

Deep learning has got a lot of attention since AlexNet [45] won first place in the challenge
of ImageNet [14] in 2012. Great improvements have been achieved both in the accuracy
[38] and speed [37] of image classification. In this part, we briefly introduce some of
the advanced classification architectures that have been widely applied in object detection
as backbone, which are utilized to extract features. The development of backbone can be
divided into several stages which are represented by some classic network design principles
(see Fig. 3 ). The first is repeat which stacks structure with the same topology and makes the
entire network becomes a modular structure. This technique starts from AlexNet and VGG
[79] (Fig. 3a) and is adopted by almost all the later works. The second is multi-path which
first appears in Inception [82] module (Fig. 3b). The input from the previous layer is divided
into different paths to transform by filters with different kernel sizes, and finally, the output
is concatenated by a 1 x 1 convolutional layer. The last is the skip-connection (Fig. 3c) which
starts from Highway Network [81] and becomes a standard principle from ResNet [30].
It constructs the connection between high-level and low-level feature information which
changes the original single linear structure.

AlexNet: AlexNet [45] consists of five convolutional layers and three fully connected
layers. It is a milestone study of deep learning and computer vision for introducing some
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Fig.3 Development of backbone. a VGG-16 [79] repeats the basic components of CNN: convolution layer,
pooling layer and fully connected layer. b Inception module [82] uses multi-path and different kernel size of
convolution. ¢ skip-connection [30] connects high-level and low-level features

advanced techniques like training the network with graphics processing unit (GPU) for
speeding up the operation of convolution parallelly and using the dropout to prevent from
overfitting.

VGGNet: VGGNet [79] won second place in the classification task and the first place in
location task in the competition of ILSVRC 2014. The small receptive field is utilized in the
whole network for fewer parameters. It has two versions: VGG-16 and VGG-19. VGG-16
has been widely used because of its simple architecture, which has 13 convolutional layers,
five pooling layers, and three fully connected layers.

GoogLeNet: To solve the overfitting and computing problem arising with the increasing
size of the network, Inception module was introduced in GoogLeNet [82]. Using different
kernel sizes of filters in the same layer helps preserve the spatial information and reduce the
parameters. It has 22 layers, which is almost three times deeper than AlexNet, but it has 12
times fewer parameters than AlexNet.

ResNet/ResNeXt: ResNet [30] is one of the most successful CNNs and has been
exploited in many applications including the very famous AlphaGo [78]. The idea of the
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ResNet is simple yet effective, which each layer should not learn unreferenced functions but
learn residual functions with references to the layer’s inputs. This kind of learning makes it
easier to train much deeper networks efficiently. ResNet has different architectures: ResNet-
50, ResNet-101 and ResNet-152. ResNeXt [93] is the upgraded version of ResNet. It is
constructed by repeating a building block that aggregates a set of transformations with the
same topology. It demonstrates that it’s more effective to increase the size of the set of
transformations (cardinality) than to increase the depth and width. Moreover, a 101-layer
ResNeXt can achieve better accuracy than ResNet-200 but with only 50% complexity.

DenseNet: Inspired by the shortcut connection of ResNet, DenseNet [38] connects each
layer in the network with every other layer in a feed-forward fashion with L (L +2)/2 direct
connections. In addition to the original features (alleviating the vanishing-gradient problem
and reducing the number of parameters) of the shortcut connection, this design has new
features that strengthen feature propagation and encourage feature reuse. Besides, with the
help of the bottleneck layer, translation layer, and small growth rate, the network becomes
narrow which can prevent from overfitting.

The models above mainly focus on the accuracy improvement of the classification by
increasing the depth and width of the network. On the other hand, some architectures are
putting their attention on the model size while maintaining considerable accuracy so that
they can be utilized on the devices with memory and computation speed constraints.

MobileNets: MobileNet [35] is a lightweight deep neural network proposed by Google
for embedded devices such as mobile phones. The core of network designs, separable con-
volution, can effectively reduce the number of parameters and computation at the expense
of lesser performance. Separable convolution replaces traditional convolution operations
with two-step convolution operations: depth-wise convolution and point-wise convolution.
Subsequent MobileNet-v2 [72] mainly adds residual structure, and adds a layer of point-
wise convolution before depth-wise convolution, which optimizes the bandwidth usage and
further improves the performance on embedded devices.

Xception: Xception [8] is an improvement to Inception v3 [83], mainly using Depth-
wise Separable Convolution to replace the original Inception v3 convolution operation, in
the premise of little increase in network complexity to improve the effectiveness of the
model. Xception separates the tasks related to learning space from the tasks related to learn-
ing channels by adding groups to the convolution layer, which dramatically reduces the
theoretical computation complexity and the size of the model.

SqueezeNet: Based on three architecture design strategies: (1) replace 3 x 3 filters with
1 x 1 filters; (2) decrease the number of input channels to 3 x 3 filters; (3) downsample
late in the network so that convolution layers have large activation maps, SqueezeNet [40]
is a small CNN architecture. Fire module which consists of squeeze convolution layer and
expand layer is used to reduce the parameter number. With further compression, the model
size of SqueezeNet can be compressed to less than 0.5 MB which is 510x smaller than
AlexNet [45] while it can achieve AlexNet-level accuracy with 50x fewer parameters.

ShuffleNet: ShuffleNet [100] utilizes two new mechanisms, point-wise group con-
volution, and channel shuffle, to reduce computation cost while maintaining accuracy.
Experiments show that it is an extremely computation-efficient CNN architecture with com-
parable accuracy. Channel split is introduced in the upgrade version, ShuffleNet v2 [61], to
speed up the network. Some practical guidelines for efficient network design are proposed
in this work, and ShuffleNet v2 achieves a trade-off between speed and accuracy.

In addition to these models mentioned above, there are also some noticeable architectures
[37, 97]. ZFNet [97] presents a method of deconvolution for visualization of convolution
network, which can analyze the effect of convolution network and guide the improvement of

@ Springer



Multimedia Tools and Applications (2019) 78:27809-27847 27815

the network. Based on AlexNet network, ZFNet obtains a better result. SE block in SENet
[37] is designed by explicitly modeling the interdependence between channels and adap-
tively recalibrating the channel response. The core of the SENet is squeezing and excitation
operation.

2.2 Detection business part

The detection business part can be divided into two main streams according to whether
there’s an independent region proposal stage or not. In the part, we present some of the
representative models of two-stage approach and one-stage approach.

OverFeat: Overfeat [73], one of the first advances in using deep learning for object
detection, integrates three tasks of image classification, location, and detection into a
framework to boost the accuracy and won the first place in the ILSVRC2013 localization
competition. OverFeat is based on the multi-scale sliding-window algorithm, which is an
intuitive search method of object detection.

R-CNNs: R-CNN [24], one of the most famous region-base convolutional neural net-
works, is the first to use deep CNN to extract feature for object detection. Firstly, it generates
about 2k object candidates named region proposals through Selective Search [85]. Then
these proposals are resized to the fixed size to fit the input size of the CNN like AlexNet.
A fixed length of feature vectors is generated by the CNN and finally classified using
class-specific linear support vector machines (SVMs). This simple yet effective pipeline
has reached state-of-the-art performance on the benchmark datasets with momentous per-
formance boost over all previous models, which are mainly based on DPM [23] while
the computation for every region proposal is very time-consuming. The whole detection
pipeline of R-CNN is shown in the above part of Fig. 4. To solve the computation and the
limited image input size problem, SPPnet [29] (the middle part of Fig. 4) introduces spatial
pyramid pooling to relax the constraint of the fixed input size due to the fully connected
layers. More importantly, SPPnet extracts the feature maps from the entire image indepen-
dent of the region proposal stage. Then it matches the proposals through spatial pyramid
pooling (SPP) and generates a fixed-length vector regardless of the input size. Finally, the
fixed-length representation is input into the last two fully connected layers and then clas-
sified by category-specific linear SVMs. SPPnet speeds up the R-CNN method 24-102x
faster with better or comparable accuracy. Fast R-CNN [25] inherits the spatial pyramid
pooling from SPPnet but modifies it as Region of Interest (ROI) Pooling which can be seen
as a single-level SPP (the lower left corner of Fig. 4). It uses the bounding-box regres-
sor instead of linear SVMs and utilizes a multi-task loss which makes the network can be
trained in a single stage and no extra storage is required for feature caching during the train-
ing. This method can train a very deep detection network with a backbone VGG16 [79],
testing 9x faster than R-CNN [24] and 3 x faster than SPPnet [29]. At test time, the detec-
tion network processes one image in 0.3s (excluding object proposal time). Faster R-CNN
[71] replaces the Selective Search [85] in the region proposal stage with the region proposal
network (RPN) (the right corner of Fig. 4) which is built by several convolutional layers,
which makes the network completely trainable end-to-end. With the RPN, Faster R-CNN
can process an image in 0.2 seconds (including region proposal), which is 250 faster than
R-CNN and 10x than Fast R-CNN, almost toward real-time. It is noticeable that the back-
bone of R-CNN is AlexNet [45], and SPPnet is based on ZF-5 [97] while Fast R-CNN and
Faster R-CNN adopt VGG-16 [79].

YOLOs: Focusing on real-time object detection, YOLO [68] borrows ideas from the
design of the architecture of GoogLeNet [82]. The input image is divided into S x S grid
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Fig. 4 Some representative object detectors of two-stage. R-CNN [24] is a milestone detector using deep
CNN to extract features instead of handcrafted features. SPPnet [29] modifies R-CNN by extracting features
on the whole input image and adopting spatial pyramid pooling to fulfil the arbitrary size of input image.
Fast R-CNN [25] replaces the SPP in SPPnet with Rol network and Faster R-CNN [71] uses Region Proposal
Network (RPN) instead of the original Selective Search for generating region proposals
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and the grid where the center of the object lies in charge of the prediction of the object.
Each grid cell outputs B bounding boxes and confidence scores for those boxes, as well
as C class probabilities. The unified framework runs at 45 frames per second with the per-
formance outperforming DPM [23] and R-CNN [24]. The architecture of YOLO can be
seen in the above part of Fig. 5. To improve the precision and recall of object localization,
YOLOV2 [69] adopts some advanced methods to make the detection better, stronger and
faster. Briefly, the idea of anchor box is introduced from Faster R-CNN [71] and the net-
work architecture is altered to fit the modification where the fully connected layer of the
output layer is replaced by a convolutional layer. Using WordTree and joint training method,
the authors train YOLOvV2 simultaneously on the MS COCO [52] detection dataset and the
ImageNet classification dataset. YOLOV2 gets 78.6 mAP at the speed of 40 frames per sec-
ond, outperforming state-of-the-art methods like Faster R-CNN with ResNet and SSD while
still running significantly faster. Based on Darknet-53 [67], which is as accurate as ResNet-
101 or ResNet-152 [30] but much faster, YOLOvV3 [70] makes an incremental improvement
not only on the accuracy perspective but also speed. Multi-scale prediction employed to
get more meaningful semantic information from the upsampled features and finer-grained
information from the earlier feature map. At the image size of 320 x 320, YOLOV3 runs as
accurate as SSD [56] but three times faster. It achieves similar performance but 3.8 x faster
compared to RetinaNet [54].

For each grid
Multi-class
Classifier
Bounding box
Regressor
Input Extract f Feature maps
image features with s*s grids
Detection §
SSD ; . i
Multi-class Multi-class i}
E Classifier coe E Classifier i
@) Boundmg box O Boundmg boxi!
o Regressor © Regressor i
v |Z|—
©
]
Input Extract ggyfr‘s’ F;l‘::e
image features Detecting at multi-scale feature maps

Fig. 5 Detection pipeline of representative models of one-stage. YOLO [68] divides the feature maps into
S x § grids and detects each grid. SSD [56] detects objects at multi-scale feature maps
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SSD: As one of the most successful one-stage approaches, single shot detector (SSD)
[56] (the below of Fig. 5) discretizes the output space of the bounding boxes into a set of
default boxes. Each feature map is located at different aspect ratios and scales in the default
boxes. These default bounding boxes are essentially equivalent to Faster R-CNN’s anchor
boxes [71]. At prediction time, scores are generated for each object class in each default
box and the box is adjusted to match the object shape. The network combines predictions
from multiple feature maps with various resolutions to deal with objects of different sizes.
SSD uses the reduced VGG-16 [79] like Faster R-CNN but with a better performance.

3 Improvements
3.1 Architecture diagram

The main idea of architecture design is to use deeper backbone which not only leads to
improvements in classification but also in object detection. For example, Faster R-CNN
[71] can achieve over 3% mAP boost by replacing the original VGG-16 [79] backbone
with ResNet-101 [30]. While changing the components of CNN (e.g. using a deformable
convolution or position-sensitive Rol pooling) or using a multi-stage structure can also get
a new architecture diagram (shown in Fig. 6). For example, Mask R-CNN [31], R-FCN [10]
and its descendant [80], and CoupleNet change the original Rol pooling in Fast R-CNN
[25], DeepID-Net [64], DCN [11] replaces the convolution with deformable convolution to

/ 7 Roll
feature @ pooling
maps | '

(a) Position-sensitive Rol pooling (b) Deformable Conv
(c) CRAFT (d) Cascade R-CNN

Fig. 6 The improvements of architecture of object detectors. a Deformable convolution used in DCN [11].
b Position-sensitive Rol pooling introduced in R-FCN [10] to keep the spatial information for better local-
ization. ¢ and d multi-stage structure where “I” is input image, “Conv” backbone convolutions, “pool”
region-wise feature extraction, “H” network head, “B” bounding box, and “C” classification. “B0” is pro-
posals in all architectures. ¢ CRAFT [94] adopts it to generate compact and better localized proposals and
reduce false positive in classification. d Cascade R-CNN [6] consists a sequence of detectors trained with
increasing IoU thresholds
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fit the scale variance of objects, CRAFT [94], Cascade R-CNN [6], ME-RCNN [47], STDN
[105] and [50, 95] adopt a cascade structure to boost accuracy.

Mask R-CNN [31] is designed for instance segmentation and object detection, which
modifies a little to Faster R-CNN by replacing Rol with RoIAlign. Just adding a branch for
an object mask in parallel with the branch for bounding box regression, Mask R-CNN can be
generalized to other tasks easily, e.g., human pose estimation and person keypoint detection.
As the third version of R-CNN [24], Faster R-CNN [71] achieves a speed-accuracy trade-off
for using the Region Proposal Network (RPN) to generate object proposals for detecting.
Taking Faster R-CNN as the baseline, R-FCN [10] borrows idea from fully convolutional
neural network (FCN) [58] which is applied for semantic segmentation. Firstly, feature maps
are generated by a modified 101-layer ResNet [30] whose last average pooling layer and
fully connected layer are discarded and the output of the last convolutional layer is resized
to 1024-d from 2048-d. Then an RPN proposes candidate Rols based these feature maps.
A position-sensitive Rol (PSRol) pooling (shown in Fig. 6a) is designed to keep the spatial
information of object regions and generates scores for each Rol (the size of Rol is 3 x 3).
The result is generated by averaging voting on each Rol. The use of a fully convolutional
network can avoid the loss of spatial information that brought by the fully connected layer
applied to classification. Online Hard Example Mining (OHEM) [76] (after-mentioned) is
applied during the training. CoupleNet [106] proposes the idea to couple the global structure
with local information for object detection. The object proposals generated by the Region
Proposal Network (RPN) are input into the coupling module with two branches. The local
part information of the object is encoded by the position-sensitive Rol (PSRol) pooling in
one branch, and the global and context information are captured by the Rol pooling in the
other branch. Different coupling strategies and normalization ways are investigated to make
full use of the complementary advantages between the global and local branches.

In the architecture of DeepID-Net [64], a new deformation constrained pooling (def-
pooling) layer models the deformation of object parts with geometric constraints and
penalty. Besides, a new pre-training strategy is introduced to learn more suitable feature
representations for the object detection task with excellent generalization capability. To
fit the geometric variations adaptively, two modules named deformable convolution (see
Fig. 6b), and deformable Rol pooling are introduced in DCN [11] to enhance the trans-
formation modeling capability of CNNs. The two modules augment the spatial sampling
locations with additional offsets and learn the offsets from the target tasks without extra
supervision. The original counterparts in existing Faster R-CNN can be replaced by the
new modules, and the new network deformable convolutional networks can be trained end-
to-end by back-propagation. Extensive experiments validate the performance boost of this
approach including semantic segmentation and object detection.

Based on the philosophy of “divide and conquer”, CRAFT [94] divides both the region
proposal and object classification into two sub-tasks (illustrated in Fig. 6¢). An additional
Fast R-CNN is attached to the original region proposal network (RPN) to provide more
compact and better-localized object proposals in the proposal generation stage. In object
classification, two Fast R-CNNs are employed in a cascade structure to reduce false pos-
itives by capturing both inter- and intra-category variances. Similarly, [95] exploits the
features in all layers to reject easy negatives via cascade rejection classifiers and evalu-
ates left proposals using a scale-dependent pooling method. Group recursive learning is
utilized in [50] with multi-stage detection. The proposed architecture consists of three
cascaded networks which respectively learn to perform weakly-supervised object segmen-
tation, object proposal generation, and recursive detection refinement. A multi-stage object
detection architecture, Cascade R-CNN [6], is proposed to address problems that detection
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performance tends to degrade with increasing IoU thresholds (Fig. 6d). It is composed of a
sequence of detectors trained with increasing IoU thresholds, to be sequentially more selec-
tive against close false positives. These detectors are trained stage by stage, leveraging the
observation that the output of a detector is a good distribution for the training of the next
higher quality detector. Taking Fast R-CNN [25] as a baseline with a backbone VGG-16 [79]
or ResNet-101 [30], ME R-CNN [47], representing for Multi-Expert Region-based CNN,
consists of multiple experts and constructed on top of the R-CNN framework. Focusing
on better capturing the appearance variations brought by various shapes, poses, and view-
ing angles, ME R-CNN is equipped with three experts each responsible for objects with
particular shapes: horizontally elongated, square-like, and vertically elongated. Besides, for
better data augmentation, the exhaustive search is applied in the training stage for providing
a compact but effective set of regions of interest (Rols) for object detection. To solve the
scale problem in object detection, a one-stage object detector named Scale-Transferrable
Detection Network (STDN) [105] using scale-transfer module (STM) and DenseNet [38]
is proposed. DenseNet is altered to integrate high-level semantic information and low-level
details to achieve more powerful features. STM consists of pooling and super-resolution
layers with no additional parameters and computation.

We have reviewed some of the representative models which design new architecture
diagram and highlights of these models are illustrated in Table 2. Not only the networks
talked above can be categorized into this subsection, but also many other methods like
DSSD [20], MR-CNN [22], GBD-Net [98], which are classified into other parts.

3.2 Multi-layer exploiting

Detectors like SPPnet [29], Fast R-CNN [25], Faster R-CNN [71] and YOLO [68] are based
on the top-most feature of deep CNN and do not make full use of the bottom details. SSD
[56], DSOD [74] and MS-CNN [5] make predictions on multi-scale features. SSD [56]
adopts default boxes, matching strategy introduced in MultiBox [17] and several extra con-
volutional layers in which multiple feature maps with the different resolution are combined
to naturally handle objects of various size (architecture can be seen in Fig. 7a). Neverthe-
less, the layers from the bottom of a CNN have weak semantic information, which will harm
their representational capacity for small object recognition. In this part, we focus on meth-
ods concatenating multi-scale features of CNN [2, 7, 41, 43, 49, 104] or using top-down
pathway and conduct skip connections [9, 53, 77] or combining both [9, 44, 99] (see Fig. 7).
These operations will not only help enhance the power of features but also help introduce
contextual information (aftermentioned).

Several recent works [7, 41, 49, 104] investigate the architecture of SSD and pro-
pose some useful methods to merge features of the original SSD architecture. R-SSD [41]
analyzes how to use features effectively to improve the performance of SSD. Rainbow con-
catenation, pooling, and deconvolution are performed simultaneously to create feature maps
with an explicit relationship between different layers rather than growing layers close to the
input data, e.g., by replacing VGG-16 [79] with ResNet-101 [30]. Multi-level feature fusion
method is proposed to add contextual information for small object detection in SSD pipeline
in Feature-Fused SSD [7] architecture. Two modules, concatenation module, and element-
sum module, are carefully investigated and features from different layers of VGG-16 (e.g.,
conv3_3, conv4_3, conv5_3) are also explored. FSSD [49] uses a lightweight fea-
ture fusion module to make the network run faster. Features from different layers with
various scales are concatenated first and then applied to generate a set of pyramid features
and finally predicted independently. ESSD [104] extends the shallow part of SSD through
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Fig. 7 Architecture of multi-scale fusion and top-down pathway. a Multi-scale detection used in SSD [56].
b Feature Pyramid Network (FPN) [53] is a classic top-down structure. ¢ Top-down Module (TDM) [77]
where “L” represents lateral connection module and the prediction is implemented at the top of the top-dwon
module. d A combination of multi-layer concatenation and top-down in MDSSD [9]

Extension Module which consists of several convolutional layers and deconvolutional lay-
ers. This kind of extension also focuses on the contextual information which is similar to
the two feature fusion modules in Feature-Fused SSD.

Meanwhile, there are also several proposed methods trying to improve the performance
of the two-stage modules. ION [2] uses skip pooling and spatial recurrent neural networks
to integrate information at multiple layers, and detects objects using these features. To solve
the coarseness of the feature maps generated by Region Proposal Network (RPN) [71] which
will harm small object detection and precise localization, a deep hierarchical network named
HyperNet [43] is proposed to handle region proposal generation and object detection jointly.
HyperNet is mainly based on Hyper Feature which aggregates hierarchical feature maps first
and then compresses them into a uniform space. The Hyper Feature well incorporates deep
but highly semantic, intermediate but really complementary, and shallow but naturally high-
resolution features of the image, thus enabling us to construct HyperNet by sharing them
both in generating proposals and detecting objects via an end-to-end joint training strategy.

Instead of using multi-layer feature aggregation, a top-down pathway and lateral con-
nection are introduced to merge multi-layer features. Instead of combining high-level and
low-level features with skip connections, top-down contextual information is required when
selecting the right features from low-level. Top-down modulations are proposed to incorpo-
rate fine details into the detection framework. The TDM [77] is applied as a supplement to
the standard bottom-up, feedforward ConvNet, connected using lateral connections (shown
in Fig. 7c). These connections modulate the low layer filters and the top-down network
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handles the selection and integration of contextual information and low-level features. The
TDM can be easily integrated into the state-of-the-art two-stage detection framework and
gets a significant improvement on detection including small objects. After investigating how
to construct feature pyramids with marginal extra cost, a top-down architecture with lateral
connections is proposed for building high-level semantic feature maps at all scales. This
architecture named Feature Pyramid Network (FPN) [53] (Fig. 7b) can be easily embed-
ded into the Faster R-CNN system, and the joint model achieves state-of-the-art results
on the COCO detection benchmark with a speed of 6 FPS on a single GPU. MDSSD
[9] (Fig. 7d) designs several multi-scale Deconvolution Fusion Modules which is a modi-
fied top-down architecture with skip connection to provide a significant boost on detection
of small objects. The high-level semantic features from different depth are fed into sev-
eral deconvolution layers to produce higher resolution features and then merged with the
low-level features to achieve skip connections.

Inheriting both the multi-scale concatenation and top-down structure, RefineDet [99]
and RON [44] introduce some new techniques to improve performance. Based on one-stage
approach, RON [44] associates the best of two-stage approach and one-stage approach.
RON is an efficient and practical framework for object detection. Reverse connection is
applied to address multi-scale object localization in a top-down model and the objectness
prior is employed to solve the negative sample mining and reduce the searching space of
objects. Optimizing reverse connection, objectness prior and object detector jointly by a
multi-task loss function, RON can predict detection results from different scales of feature
maps. RefineDet [99] inherits the merits of both one-stage approach and two-stage method
while discarding their shortcomings. It is composed of two inter-connected modules: the
anchor refinement module (ARM) and the object detection module (ODM). ARM tries to
identify and remove negative anchors to reduce search space for the classifier and coarsely
adjust the locations and sizes of anchors for better input of the regressor. ODM predicts the
bounding boxes and classes from the output of ARM. There is a transfer connection block
(TCB) to transfer the features in the ARM to predict locations, sizes, and class labels of
objects in the ODM. The connections between TCBs are achieved by a top-down pathway
with lateral connections with ARM and ODM. The whole network is trained end-to-end
with the multi-task loss function.

In this subsection, these methods try to combine features from multiple layers to achieve
better feature representation. Intuitively, combining high-level features with high seman-
tic information and low-level with high resolution can bring performance boost. Different
combining mechanisms are proposed and we highlight them in Table 2.

3.3 Contextual reasoning

Context [86] has been proven to play an important role in visual recognition. In the task
of object detection, it’s always to locate some objects with low resolution which is known
as small objects without considering its background information. Contextual or semantic
information can be introduced into the detector through several ways, such as concatenating
features [7, 9, 20, 102, 104], using a semantic segmentation subnet [22, 75, 102], and other
techniques [57, 98].

As mentioned before, SSD is a simple architecture that detects objects in a dense manner
with several different convolution layers of various resolution. While the biggest prob-
lem in SSD is that the low layer with high resolution but has less semantic information.
Deconvolution module is introduced in DSSD [20] to add contextual information for object
detection, especially for small objects. DSSD replaces the original VGG-16 [79] in SSD
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with ResNet-101 [30] and adding five extra deconvolutional modules with one convo-
lution layer representing for different resolutions, named DSSD Layers which is similar
to the original SSD Layers. The change of backbone and the added extra DSSD Layers
will not only boost the accuracy but also increase the inference time. In a similar way,
contextual information is introduced by multi-level feature fusion, extension module and
Deconvolution Fusion Modules in Feature-Fused SSD [7] , ESSD [104] and MDSSD [9]
respectively.

Also focusing on improving SSD, a novel single-stage object detector named Detection
with Enriched Semantics (DES) [102] which consists of two main branches is proposed.
A segmentation branch which uses the idea of weakly supervised semantic segmentation is
introduced to solve the problem that low-level feature map doesn’t have high-level semantic
information. A global activation module is utilized to provide global context information
and pure channel-wise feature map learning in high-level layers. Experiments show that this
method excels in both accuracy and speed. For its flexibility and simplicity, it can be applied
to other two-stage or one-stage object detectors.
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Fig. 8 Architecture of MR-CNN [22] and GBD-Net [98]. MR-CNN with region adaptation components of
(“pool” operation in the figure stands for “adaption max pooling”) can be extended to also learn seman-
tic segmentation-aware CNN features. Gate functions in GBD-Net are defined for controlling the message
passing rate
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Based on multi-region deep CNN, semantic segmentation-aware features are encoded
in MR-CNN [22] (see the above of Fig. 8). Contextual information is introduced through
the contextual region and semantic segmentation module. Experiments show that MR-CNN
surpasses any other previous work by a significant margin. Based on Fast R-CNN, Inside-
Outside Net (ION) [2] is introduced to leverage contextual information and multi-scale
knowledge for object detection. This architecture consists of a 2x stacked 4-directional
IRNN for contextual information and multi-layer ROI pooling with skip connection and nor-
malization for improving localization accuracy. It achieves state-of-the-art results on both
PASCAL VOC [19] and MS COCO [52], and it’s particularly effective at improving the per-
formance of small objects detection. Based on Faster R-CNN [71] and instead of inheriting
a bottom-up, feedforward structure of CNNs, [75] adopts the idea that humans, top-down
information, context, and feedback play an important role in object detection. It augments
Faster R-CNN with a semantic segmentation network from ParseNet and uses it for top-
down contextual priming and top-down iterative feedback using two-stage training. Results
indicate that it improves the performance on object detection, semantic segmentation, and
region proposal generation.

Instead of simply concatenating features, a novel gated bi-directional CNN (GBD-Net)
[98] (shown in the below of Fig. 8) is proposed to pass messages between features from
different regions during both feature learning and feature extraction, which can be exploited
through convolution in two directions and can be conducted in different layers. Therefore,
local and contextual visual patterns can validate the existence of each other by learning their
nonlinear relationships and their close iterations are modeled in a much more complex way.
SIN [57] makes use of two kinds of context including scene contextual information and
object relationships within a single image. It can be incorporated into a typical detection
framework (e.g. Faster R-CNN) with a graphical model, formulating object detection as a
problem of graph structure inference. When given an image, the objects are considered as
nodes in a graph and relationships between the objects are modeled as edges in such a graph.

Except for multi-layer feature combination like methods in the above part, contextual
information can also be introduced by the semantic segmentation branch and other tech-
niques. Highlights of these methods are shown in Table 2 and experimental results are
compared in Section 5.

3.4 Training strategy

With the increase of the depth of the backbone, the arising of more challenging detection
datasets, and the special goal of object detection, the training of a detector is time-
consuming and hard. Several training strategies are introduced in this part to deal with above
problems, such as class imbalance [54, 76, 87], non-maximum suppression [3, 34] and large
mini-batch [65].

Class imbalance The task of object detection is to detect a various number of objects with
different resolutions and we use a reduced CNN (backbone) applied for classification and
convert object detection into a classification problem. This introduces a significant imbal-
ance between the number of annotated objects (foreground) and the number of backgrounds
during the training stage. Two-stage approaches set the ratio between foreground and back-
ground as a fixed number (e.g. 1:3). To solve the imbalance problem between background
and foreground, a training strategy named online hard example mining (OHEM) [76] is pro-
posed based on bootstrap or hard example mining which is utilized when training SVMs.
Hard examples are selected during training by loss instead of using hyperparameters to
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determine the ratio between positives and negatives, thus simplifying training. Experiments
show that this training algorithm can lead to better training convergence and comparable
accuracy improvements in detection on standard benchmarks. What’s more, it is orthogonal
with the region-based object detectors like Fast R-CNN [25], SPPnet [29]. Instead of search-
ing for hard examples based on the original dataset, A-Fast-RCNN [87] adopts a simple but
efficient way that generates hard positives through adversarial networks. It just focuses on
examples with occlusions and deformations and proposes two subnets: Adversarial Spatial
Dropout Network (ASDN) which learns how to occlude a given object and Adversarial Spa-
tial Transformer Network (ASTN) which creates deformations on the object features. The
original detector Fast R-CNN and the two adversarial networks are trained jointly. Simi-
larly, to solve the imbalance problem in the one-stage method which is blamed for the lower
performance compared to the two-stage approach, a dynamically scaled cross entropy loss
function, Focal Loss [54] is introduced to improve the accuracy by reshaping the standard
cross entropy loss such that it down-weights the loss assigned to well-classified examples.
Focal Loss focuses on training on a sparse set of hard examples and prevents the vast num-
ber of easy negatives from overwhelming the detector during training. A single, unified
network, RetinaNet is designed to validate the effectiveness of Focal Loss. This network
is composed of a backbone-ResNet-based Feature Pyramid Network (FPN) and two task-
specific subnetworks-one is class subnet for object classification and the other is box subnet
for bounding box regression.

Non-maximum suppression Non-maximum suppression (NMS) is an independent part
which is attached to the object detection pipeline as the last step in both one-stage and
two-stage approach. Its function is to reduce the number of detections and select the exact
bounding box with the highest score by setting the score of neighboring detections to zero
directly. An algorithm, named Soft-NMS [3], is proposed to deal with this problem. It
decays the detection scores of all other objects as a continuous function of their overlap
with the bounding box with the maximum score. Soft-NMS obtains comparable improve-
ments for the coco-style mAP metric on standard datasets like PASCAL VOC 2007 and
MS-COCO by just replacing the NMS with Soft-NMS without any extra hyper-parameters.
Since Soft-NMS does not require any additional training and is simple to implement, it
can be easily integrated into any object detection pipeline. Instead of modifying the post-
processing algorithm—NMS, a new network architecture named Gnet [34] is designed to
perform NMS, using only boxes and their score. A loss that penalizes double detections and
joint processing of detections are used in the building of this network. Gnet makes the entire
detection pipeline become a real end-to-end trainable network without any post-processing
part. Experiments demonstrate that with enough training data, the proposed Gnet is a suit-
able replacement for traditional NMS both for one-stage and two-stage method. It’s a good
idea to perform NMS with a neural network while it does cost time. A relation module [36],
focusing on finding the relation between the region proposals instead of processing them
individually, is proposed to perform duplicate removal instead of the original greedy NMS
and Gnet. Experimental results show that this module is effective in improving duplicate
removal step with comparable process speed compared to the greedy NMS and much faster
than Gnet.

Large mini-batch There is a trend to use a very large mini-batch size to speed up the train-
ing of CNN-base image classification [27, 96] while the mini-batch size in object detection
remains very small (e.g. 2-16) due to the GPU memory constraint. To deal with the potential
problems brought by small mini-batch size in object detection, such as long training time,
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failure for batch normalization and imbalance between positives and negatives, a large mini-
batch detector, MegDet [65] is proposed. Variance equivalence assumption and new warmup
strategy are introduced to help the convergence and higher performance. More importantly,
Cross-GPU Batch Normalization is advised to make the training converge quickly and it’s
the first time to use BN in object detection training. Experimental results show that these
useful training strategies make the training faster (from 33 hours to 4 hours), and achieve
even better accuracy.

Some training problems like class imbalance, NMS, and large mini-batch are talked in
this part. Strategies tried to solve these are highlighted in Table 2. For tricks to train object
detection networks, you can refer [103].

3.5 Others

Apart from techniques talked above, some object detectors specially designed for real-time
object detection [33, 48, 62, 80, 88, 90, 91], ideas borrowed from other kind of tasks like
recurrent neural networks (RNN) [2, 66], generative adversarial networks (GANs) [60, 87,
92] and weakly supervised learning [84, 101], and new backbone specially designed for
object detection [51].

Real-time object detection Intuitively, the two-stage approach focuses on the accuracy
perspective in object detection while the one-stage approach performs better in speed per-
spective. It’s true that most methods of the one-stage approach can run towards real-time
like SSD [56], YOLO [68-70]. Actually, there are also some other methods designed to
be real-time object detectors [33, 48, 62, 80, 90, 91]. The main technique to design a real-
time object is to use a light-weight backbone like Xception [8], SqueezeNet [40] or borrow
an idea from them to design a similar lightweight network. PVANet [33] proposes a novel
network structure, which is an order of magnitude lighter than other state-of-the-art net-
works while maintaining accuracy. Based on the basic principle of more layers with fewer
channels, this new deep neural network minimizes its redundancy by adopting recent inno-
vations including C.ReLU and Inception structure. This network can be trained efficiently
to achieve reliable results while the required compute is less than 10% of the recent ResNet-
101. Focusing on the application on autonomous driving with model size, inference speed,
and comparable efficiency constraint, SqueezeDet [91] adopts several convolutional lay-
ers to extract features and compute bounding boxes and class probabilities simultaneously.
This model is fully convolutional, which leads to a small model size and better energy
efficiency. Light-Head R-CNN [48] uses a thin feature map and a light R-CNN subnet
which consists of pooling and single fully-connected layer to make the head of the network
as light as possible. With a tiny network (e.g., an Xception like network), Light-Head R-
CNN gets 30.7 mmAP at 102 FPS on COCO [52]. Tiny SSD [90], a single-shot detector
for real-time embedded object detection, is composed of a highly optimized, non-uniform
Fire sub-network stack borrowing from SqueezeNet and a non-uniform sub-network stack
of highly optimized SSD-based auxiliary convolutional feature layers explicitly designed
to minimize model size while maintaining object detection performance. The results show
that Tiny SSD achieves a model size of 2.3MB (about 26 x smaller than Tiny YOLO [69])
while still maintaining an mAP of 4.2% higher than Tiny YOLO on VOC 2007 [18]. To
design a fast and efficient object detection system, F-YOLO [62] investigates three aspects:
(1) Network architecture, (2) Loss function and (3) Training data. Inspired by DenseNet
[38], Yolo-v2 [69] and Single Shot Detector (SSD), dense map with stacking and deep but
narrow network architecture is altered in F-YOLO, which contains only 15M parameters
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compared to 138M in VGG-16 model [79]. Feature Map-NMS (FM-NMS) is introduced to
finish the network distillation, which is the first one to apply distillation on a single pass
detector (Yolo). What’s more, distillation loss employed for both labeled and unlabeled data
is designed to fit the network distillation. As a modification of R-FCN [10], R-FCN-3000
[80] focuses on large scale object detection. The main idea of R-FCN-3000 architecture is
to decouple localization and classification by predicting objectness and classification scores
independently. Same as R-FCN, RPN is used for generating proposals which are fed into
a super-class detection branch (like R-FCN) which jointly predicts scores for each super-
class. Extra fully convolutional layers are applied to generate per class scores and then these
scores are averaged inside the Rol to get the classification probability which is multiplied
with the super-class detection probability for detecting 3000 classes.

RNN Recurrent Neural Networks (RNN) [89] is a kind of neural network where connec-
tions between neurons form a directed graph along a sequence which has been applied to
process sequences of inputs. Recurrent Rolling Convolution (RRC) architecture over multi-
scale feature maps is introduced in [66] to construct object classifiers and bounding box
regressors which are “deep in context”. Its goal is to achieve accurate detection with a high
IoU threshold. Results on KITTI [21] dataset show the effectiveness of the RRC with a
reduced VGG-16 [79]. A 2x stacked 4-directional IRNN module is proposed in ION [2] to
introduce context information to improve localization accuracy.

GANs Generative Adversarial Networks (GANs) [26] consists of two networks: one gen-
erates candidates (generative) and the other evaluates them (discriminative) (thus the
“adversarial”). Inspired by this, A-Fast-RCNN [87] uses an adversarial network to generate
hard examples for training instead of selecting them based on the original dataset. Similarly,
[92] and [60] also adopt adversarial networks to generate examples to boost the accuracy of
object detection.

Weakly supervised Object detectors find and classify objects through datasets with anno-
tated ground-truth bounding boxes and class labels which are marked by hand. This kind
of annotation costs money and time, so there are not so many object detection datasets as
ImageNet [14] which has millions of labeled images. Weakly supervised training can help
boost performance with unannotated images through “turn” classifier to a detector. [101]
proposes weakly-supervised to a fully-supervised framework for object detection (W2F).
Given an image collection with only image-level labels, Multiple Instance Learning (MIL)
is employed to train a weakly-supervised detector, and then a pseudo-ground-truth exca-
vation algorithm is exploited to seek pseudo-ground-truth boxes, which are in turn refined
using pseudo-ground-truth adaptation algorithm and applied to train a supervised detector.
[84] incorporates external knowledge about object similarities from visual and semantic
domains in modeling the category-specific differences and then transferring this knowledge
for adapting an image classifier to an object detector for a “weak” category.

New backbone The backbones for object detection are borrowed from the classification
task. However, there is a gap between the classification and the object detection problem,
which not only needs to recognize the category of the object classes but also spatially
localize the bounding boxes of different sizes. First focusing on the gap between image
classification and object localization, DetNet [51] is a novel backbone network specifically
for the object detection task. Taking ResNet-50 as the baseline, extra stages are introduced
to maintain the spatial resolution of the features for object detection and a low complexity
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dilated bottleneck structure is employed to keep the efficiency of the network. State-of-the-
art results have been obtained for both object detection and instance segmentation on the
MS COCO [52] benchmark based on DetNet (4.8G FLOPs) backbone.

4 Evaluation
4.1 Benchmark

PASCAL VOC 2007 [18] and 2012 [19] are the two main standard benchmarks that have
been widely applied in object detection. There are 20 categories of objects in PASCAL VOC
dataset. PASCAL VOC 2007 consists of 9,963 images totally in which 5,001 images for
training and validation and 4,952 images for testing. All of these images are annotated with
the class label and ground-truth bounding boxes. The PASCAL VOC 2012 is an extended
version of VOC 2007 which contains a total of 22,531 images. The trainval set contains
11,540 images and the test set has 10,991 with no public ground-truth bounding boxes
available. All of the methods should submit their test results to the evaluation server of
PASCAL VOC.

MS COCO [52] is a new and more complex object detection benchmark starting from
2014. Its goal is to improve the state-of-the-art in object recognition by placing the ques-
tion of object recognition in the context of the broader question of scene understanding.
There are more than 200,000 images and 80 object categories in MS COCO. Specificly, the
training set contains 80,000 images, the validation set consists of 40,000 images, and the
test set contains 80,000 images. The object detection challenge held by MS COCO every
year has generated many fantastic works. Similar to PASCAL VOC 2012, the challengers
should submit their results to the evaluation server for the test evaluation. More specif-
ically, the original train/val set which contains 83K/41K images is split into 118K
trainval35k for training and SK minival for testing.

Apart from the two standard benchmarks for general object detection, ImageNet [14]
classification dataset is employed for the pre-training of the backbone and object detection
dataset is also applied for training of the detectors like R-CNN [24], OverFeat [73] and
SPPnet [29]. There are also some datasets for special object detection like KITTI [21] for
autonomous driving, Caltech [15, 16] for pedestrian detection, and CelebA [55] for face
detection.

4.2 Metrics

The metrics for evaluating object proposals are functions of intersection over union (IOU)
or Jaccard index that measures the difference between the predicted bounding box and the
corresponding ground-truth. the area of overlap / OU between the predicted bounding box
B, and ground-truth By, is formulated as:

area(Bp N Bg)

I0OU(B,, By;) =
(Bp: Ber) area(B, U Bg;)

ey

Based on IOU, recall can be computed as the ratio between ground-truth and predicted
bounding boxes above a certain IOU overlap threshold. Therefore, three metrics are
proposed to evaluate objectness detection methods as follows:

—  recall-proposal curve: which illustrates recall for different number of proposals.
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—  recall-overlap curve: which demonstrates the variation of recall under different IOU
overlap threshold.

— average recall (AR): which computes the area under “recall-overlap” curve in a range
of overlap values (e.g., 0.5-1).

Average precision (AP) and mAP overall object classes are two standard metrics for
evaluating object detection methods. Each bounding box will be assigned a score (likelihood
of the box containing an object). Based on the predictions a precision-recall curve (PR
curve) is computed for each class by varying the score threshold. The average precision
(AP) is the area under the PR curve. While precision stands for the fraction of detections
that are true positives, recall measures the fraction of positives that are correctly detected.
First, the AP is computed for each class and then averaged over the different classes. The
end result is the mAP.

The detection output is assigned to true positive if the IOU between the predicted bound-
ing box and ground-truth exceeds a predefined threshold (e.g., 0.5). Otherwise, the detection
is considered as a false positive. In addition, if multiple detection outputs overlap with the
same ground-truth object, only one will be set as true positive and the others are considered
as false positives (this process is called non-maximum suppression).

In PASCAL VOC [19] datasets, the area overlap threshold is set to be 0.5 (written as
mAP@0.5). A new evaluation metric is proposed for MS COCO [52]. The mAP is aver-
aged over ten different IOU thresholds, from 0.5 to 0.95 with a step of 0.05 (written as
mAP@0.5:0.95). Actually, both mAP@0.5 and mAP@0.5:0.95 are utilized to evaluate
methods evaluated on MS COCO while mAP stands for mAP@0.5:0.95 which is the pri-
mary metric. Additionally, m A Ps is used for evaluation for small objects whose resolution
is under 32 x 32.

Despite the wide acceptance of average precision (AP), a recent work [63] points out
its numerous shortcomings: (i) the inability to distinguish very different RP curves, and
(ii) the lack of directly measuring bounding box localization accuracy. Localization Recall
Precision (LRP) Error is proposed to deal with these shortcomings. LRP Error consists
of three components related to localization, false negative (FN) rate, and false positive
(FP) rate. Representing the minimum achievable LRP error, Optimal LRP determines the
“best” confidence score threshold for a class, which balances the trade-off between localiza-
tion and recall-precision. Experiments show that it provides richer and more discriminative
information than AP though it hasn’t been widely employed.

5 Experimental comparison

[39] presents a comprehensive comparison over SSD [56], Faster R-CNN [71], R-FCN [10]
and [28] compares some representative models like YOLO [68, 69], ION [2] and Fast R-
CNN [25]. In this part, we give a comprehensive but straightforward comparison of different
methods talked in this paper from both accuracy and speed aspect.

First, we give an overall review of the results of classic methods in Table 1, improvements
in Table 2 and real-time object detection in Table 3. With the same idea of the improvements
discussed in Section 3, the experimental results are listed in the same order and topology.
Most improvements of the two-stage approach are based on classic methods like R-CNN
[24], Fast R-CNN [25] and Faster R-CNN [71] and most of improved one-stage methods are
supported by SSD [56]. Besides, some techniques like HyperNet [43] and RefineDet [99]
inherit advantages from both one-stage and two-stage approach. It’s no doubt that two-stage

@ Springer



Multimedia Tools and Applications (2019) 78:27809-27847

27830

“MO[S
sunI NS ‘NdJ 0} onp xo[dwod
st Sururel], :sagejueapesi( Aienb
pue poads yloq ur S§S ueyl 19}
-19q ST YRIYM (Nd¥)HOMION [esod
-014 uo139y e osodoid :SYSHYSIH
‘uoneordde awr-[ear 10J Mo[s 00],
‘weqoid Mau dY) SOW009q YOIeos
JAIIO9[OS [RUONIPPY :SdejueApe
-SIq ‘PUddS Ueyl Ioise] yonjn
‘pasodoxd st 1oke| Surjood oy ®
{(4oIeas 9A1IO9[9S SULIOSUT) 1099)3p
Paurel} pud-03-pud ISIL:SIYSIYSTH
"MO[S OS[e ST Jururer],

‘paads A[uo uo NNDY Ueys I91oq
:sagejueapesiq ddS YIM NND
Qeidoyur 0) si ‘oSewn [ny oy
I9A0 S2INJed) Suueys :SIYSIYSIH
"MO[S ST Surisa)

pue oaisuedxa s1 Jumurer], ‘(JNAS
‘NND) Pue-0}-pua pauter) 9q Jouued
ourpadid ay) :sagejeapesiq ¢s10)
-00)op snoradrd 100 Juowrasordwr
JUBOYIUISIS M UONIIAP 193[qo
uo NND A1dde 03 1511 :syysiysiyg

TLo 61t

Lel

0L

¥'89

£'es

8'8L

00L

T6S

$'8¢

0

10>

009 X 0001 ~

009 X 0001 ~

009 X 0001 ~

LTT X LTT

(101-1NSY) 91-DDA [1L] NND-Y 101584

91-DDA [sZ] NND-¥ 3584

S-AZ [62] 1oudds

INX?IV [+ NNO-¥

SIYSYSIH

000D

10T DOA

L00T DOA

(%) gvu

Sdd

9z1s ndug

Juoqyoeg POYIOIN

spoyjou JIsse[) | 3|qeL

pringer

NS



27831

Multimedia Tools and Applications (2019) 78:27809-27847

's309[qo

[rews Sunoejop uoym wepqoid sey
NS  :sddejueapesiq ‘AoeInooe
pue paads yjoq ur ZAQTOA I0A0
sjuowaoldwr yS1y oAdIyOy (¢S
Jou-yIB( Suoqyoeq [njromod oION
‘INdY pue SS woiy uonorpaxd
oreos-nnw - mouog  SIYSIYSIH
's309[qo

[Tews Sunodlep je poos 10N :sadey
-ueApesi(q ‘peads pue Aoeinooe
yS1y oAoIyOy  ‘souogoes 3o9lqo
0006 1oA0 10919p ue) ‘AdeIndoe
pue paads yjoq 2aoxdwr 0) s3I
-qJeN)s 9S[) ‘G[-lowIe QuOqyORq
Jjuayye ue asodoid :SIYSIYSIH
*s300[qo [Tews 30939p 0}

9[38nng :safejueapesiq ‘O TOA
uey) QjeInodoe orow APuedyrusis
{SI9A®] 9edS-NNW & ul s309(qo Jur
-10919P ‘1030939p 109[qO PAIFIUN JUSLO
-1JJ2 pue dJeIndde IsI] SIYSYSIH
's109[qo [rews Jurzt

-[90[ I8 po03 JON ¢$10309)9p Auewt
uey) puryoq Jej s[ej Aoemnooy
:s9gejueApeSI(] $S10J09J9P  SNOTA
-a1d ueyy 191se) APUEOIUIIS (SS90
-o1d [esodoid uor3ar noym sprg
S+S ur s309[qo Sunodep ‘10309)3p
wolqo  pagrun 3s1y  :SIYSNYSIH

78T

cee

VeEL

8°CL

6'LS

8'9L

TLL

¥7'€9

Sy

L9

o

Sy

0ce X 0ce

Yrs X 8

00€ X 00¢

8¥¥ X 8¥v

£g-1euwyIe( [0L] EAOTOX

61-1Rwreq [69]1 ZAOTOA

91-DDA [osl ass

PN 13000 [89] OTOX

SIYSIYSH

0D0D

10T DOA

L00T DOA

(%) dvut

Sdd

az1s ndug

Juoqyoeg POyl

(ponunuoo) | 3|qer

pringer

a's



Multimedia Tools and Applications (2019) 78:27809-27847

27832

“(NND¥A)

TOT-1ONSOY WIM NNDY 10ise] wred
-10)unod ure[d uey) 9JeINdSE IO
SSNND Jo Apiqedes Surjopowr uon
-eurIojsueny doueyud o) Surjood
[0 9[qEWLIOJOp pUER  UNN[OAUOD
Jqewiojep  uSisog  SIYSIYSIH
¢Aoeanooe Jurdaay oIy Juard

-1go ATySTH euqns NND-Y deayo
' udIso( I9quINU [oUUBYD IS[[EWS
im sdew axnjesy  ury),, 2onpoid o)
(Surdrem [OY) uonNN[OAUOD J[qeIe
-dos [ouroy-o3Ie] € 9s() :SIYSNYSIH
"UOTJEZI[eULIOU pUue

sargojens Surdnod juarapyip esn
-soAu] NDJ-¥ uo poseq Surjood
10y £q uonewojur Jxjuod armyded
0] youelq Joyjoue ppy SIYSHYSIH
'SdAS T uni ue)) ‘uow

-udie oxid-oy-oxid 1oy Surjood
103 9y doe[dar 03 uS1y [0y usIsaq
‘uoneIuawas aoue)sul YPIm NN
10)Se, JO UOISUA)X Uy :SIYSIYSIH
-9yeor1dwod st Sururel],
:sagejueapesi(q ‘Aoernooe Q[qered
-wod Jurdody opmym NNDY I1eiseq
uey) 19)Se Jouqns ASIm-T0Y & Juisn
sdewr o100s oanisues uonisod jo
10s & u3ISo O[IOMIWEI] UOTOJOP
[euonnjoAuod  A[ng :SIYSHYSIH

L'et

8'0v

1443

L'Se

6'6¢

708

9LL

90+

L'T8

S'08

009 X 0001 ~

008 x 00CI

009 X 0001 ~

009 X 0001 ~

009 X 0001 ~

NNDYA

T01-19NSY

T01-19NSY

NdA

T01-19NSY

(111 NDa

[8] peoH-SIT

[901] 3oN@1dnoD

[1€] NNO-¥ dseIn

wn43v1q
[01] NOA-¥ 2UNIDNYIUY

SIYSIYSIH

0D0D

10T DOA

L00T DOA

(%) dvw

Sdd

9z1s ndug

uoqyoeg

pringer

POUISIN

w
uosuredwos [eyuowadxy g d|qel Gl



27833

Multimedia Tools and Applications (2019) 78:27809-27847

‘UONJBOIJISSE[D
pue esodoid uor3ar yjoq ur pasn
9q ued ames JodAH ermeg
10dAH oweu ‘ooeds woijtun v ojur
sanjea) uonn[osaI-y3iy A[einjeu
g mojeys pue ‘Arejuowoidwod
A[[ee1 InQ OJEIPOULIIUI ‘OTJUBWIOS
Ay ssaxdwo)  :syySIYSIH

‘uoneindwod pue sojowrered [euon
-Ippe ou )1 S19Ae[ uonnjosal-rodns
pue Surjood Jo SISISUOD d[npour Y],
$JONOSUS( OJUI POpaqUId  d[npow
I0Jsuen}-oress e asodoid :SYSHYSIH

‘soanisod
9S0[0 JsureSe 9ANII[AS dIouw A[[en

-uonbes are opeoses oy ojut rodoop

soSe)s  10309310p  QmoUM  ‘NNDY

Y} JO UOISUAXD Uy SHYSIYSIH

‘paye3uo[e A[[eonIoA pue

‘i-orenbs  ‘poje3uofe  A[pejuozi

-10y :sadeys renoned yim s109[qo

I0J S[oy JuaropIp Surssaoord 10

SOUITWEANS  JUAIQJJIP MO[[e 0]

Jadxe-nnuw,, 1dopy sySIYSIH

‘uoned
-1JISSB[O UayM NINDY ISt 0m) as()
‘sresodoad 191109 pue joedwod a1ow
ap1aoid 0) NN DY IS8 [eUOnIppe ue
WM NI oW Yoeny spySysiH

8y

8'CC

VIL

1'9L

€IL

€9L

608

L'8L

L'SL

Nm

98¢

009 X 0001 ~

€IS X €IS

009 X 0001 ~

009 X 0001 ~

009 X 0001 ~

91-DDA

691-1N9sUad

[01-19NSY

101-1ONS9Y

91-DDA

Suiopdxy
[ev] 1oNIodAH 12v]-unp

[co1lI NaLs

(9] NND-Y apeoseD

[L¥] NNOY-AIN

[¥6] LAVED

SIYSIYSIH

0D0D

10T DOA

L00T DOA

(%) dvur

Sdd

9z1s ndug

Juoqyoeq

POWOIN

(panunuod)

[A{CLIN

pringer

a's



Multimedia Tools and Applications (2019) 78:27809-27847

27834

“Jouuew
J[eds-nNW B Ul UOHBULIOUI 1)
-uBWaS [9AJ[-YSIY YIm JSS Jo 1red
MO[[eYs o) PudXy SIYSIYSIH

*$9INJB9J YY) AZI[IN
A[ng 03 prwreiAd ornjesy Sunerousd
PUE S[9AJ] JUAIRHIP woly sdew a1y
-89 Sumuiquod jo Kem JySromiysi|
pue [oaou e osodoid sYSySig

‘uon
-09)ap $199(qO [[BWS 0] UOTJBULIOJUI
onuewos donponul o) Iakey ysiy
WOIJ $aINJB9J dUIquIo)) :SIYSIYSTH

‘Apoaarp s1oAe[ SurseaIout Jo peajsur
SIOA®R] JUQIQMJIP udamlaq diysuon
-e1a1 J1o17dx9 ue ym sdewr arnjeoy
91eaI0 0] A[snosue)nuils paurioyrad
aIe UOTIN[OAU029p pue Jurjood ‘uon
-BUQILOUOD  moquriey :SIYSIYSIH

*SYI0OMIAU [BINAU
juormdar [eneds Juisn pIjeiSur
SI UOTJBULIOJUI [eN)X)UOD A, "Uon
-BWLIOJUT [ENIX3JUOD PUER UOTRIUAS
-a1dar oreos-nnur apn[oul 0} NND
-4 sed oy puedxyg sySIYSIH

I'Le

9°¢C

8

oL

oL

6L

8'8L

6'8L

S'8L

S9L

S¢C

8'¢9

94

93

STl

00€ x 00¢

00€ x 00¢

00€ X 00€

00€ X 00¢

009 * 0001 ~

91-DDA

91-DDA

91-DDA

91-DDA

91-DDA

[vo1] assa

[6v] ASSd

[L] asS-dd

[1+¥] ass-¥

[zl No1

SIYSIYSTH

0D0D

10T DOA

L00T DOA

(%) dvu

Sdd

9z1s ndug

Juoqyoeq

POUIOIN

(panunuod)

[ACLIN

pringer

NS



27835

Multimedia Tools and Applications (2019) 78:27809-27847

-gouewIojrad uonoep

UO pUQ-0)-pud JIOoM)aUu J[oym )
oziumdo 01 sn so[qeus uonpounjy
SSO[ yse}-ninuw Ay, ¢s199lqo jo Jur
-yoreas Yy 0} opms Jordxo ue
saAIS Joud ssau3oalfqo Qy, ‘uonewr
-IOJUT OIJUBWIAS AIOW (M SNND JO
SIOAR[ JOWLIOJ AU} SISISSE UONOUUOD
as1oAdI1 oy, A[9A1O9JJ@ (JSS pue
NNDY Ieise aurquio)) :syySHysiy
dSS U0 paseq uonaap 302[qo
[[ews IOJ UONBRULIOJUI ONUBWIAS
Qonponur 0} SINPOJA UOISn,] uorn)
-N[OAUOJ9P O[LIS-TNUI [BIIARS SISIS
-u0d [YOIWM [NpoW UOISny AIN)
-89} [eaou e asodoid :SIYSHYSIH

SuOnNoAU
-uod [eroje] Sulsn pajoauuod ‘JONA
-uo) plemiojpadj ‘dn-wionoq prep
-uejs oy Yy 03 juowe[ddns e se
JIOMIWEBI] UONIIIAP AY) OJUT S[1RIP
ouyy erodioour 03 pasodoid ore
suone[npow umop-doy, :sySHYSIH

‘uoneindwod ur 3509 yonw no
-ia AoBINOOE UI 1S00q JUBIIIIUSTS
© SOAQIYOER pue NND-Y Joiseq ojur
Papaquua AJIsed 9q ued NJA "So[eds
[Te Je sdew QIMjeaj ONUBWAS [9A9]
-y3ry Surpying 10§ pasodoid st suon
-00UUOD [eIOJE] JIM QINJOIYOIE
umop-doy ® osodoig :sY3ysiyg

VLT

8'9¢

433

(4%

V'SL

9LL

9'8L

SI

8¢ X 8¢

00€ X 00¢

009 X 0001 ~

009 X 0001 ~

91-DDA [v¥] NOY

9I-DDA [6] assaw

101-1oNSoY [LLl WAL

NO¥d [€S] Ndd

SISIYSH

000D

10T DOA

L00T DOA

(%) dvut

Sdd

az1s ndug

auoqyoeg POYIRIN

(ponunuoo)  zaqer

pringer

a's



Multimedia Tools and Applications (2019) 78:27809-27847

27836

"UO1}0)AP IO UOTJRULIOJUT JJUBTIAS
opraoid 0} youelq uoneRIUSWISOS
[euonippe ue asodoid :SYSYSIH

-rmonns dn-wojpoq jo doy oy
UO SAINJBaj USYISI)s 0} UOTOUUOD
drys pue s1oke] [eUOIIN[OAUOIIP
YA 2INONns JIomau sse[3inoy
smowwiAse e jdopy :sIYSHYSIH

‘Jururen o3e)s om) Juisn
Yoeqpa9J 2AneId) umop-do) pue Sur
-wd [emyx9iuod umop-doy 10y I
sosn pue JoNosIed WOIJ YIoMmjou
uonNeIUdWSIS JNUBWAS B YIIM NND
- 19se] uewisny  SIYSHYSIH

*S9INJEQJ QIBME-UOTIRIUOWISIS
onuewas apoouy ‘spesodoxd oy
apisut Jo Jurpunouns suor3ar opdn
-[nW Woij saInjedy as) SIYSNYSIH

'SQINJB9J Y}
Iojsuer) 0 0} DT, POWeU J00[q uorn
-00UU0d I9Jsuen} e usIs9(] ‘sloyoue
SS9 pue I19339q 195 0] 9[NPOW JUIW
-ourja1 [oAou e asodoid SIYSHYSIH

8¢C

¥'6c

T'LL

€9L

9CL

6'cL

['8L

L6L

9'8L

¥oL

8L

08

8°9L

S'6

£or

00€ X 00€

Ice X Ice

009 X 0001 ~

009 X 0001 ~

0ce X 0ce

91-DDA

101-1ONSY

91-DDA

91-DDA

91-DDA

[co1] saa

[ozl dssa

[SL] remxajuo)

Suruosnay
[22] NNO-IIN [pnixa0)

[66] 12gounyoy

SYSIYSIH

0D0D

10T DOA

L00T DOA

(%) dvw

Sdd

az1s ndug

Juogyoeg

POUION

(ponunuoo)  zajqey

pringer

NS



27837

Multimedia Tools and Applications (2019) 78:27809-27847

'SaIN)e9y
100[qO0 9y} UO SUONEBWLIOJOP SOJBAID YOIYM
(NLSV) JIom)oN Jowojsuel], enedg erres
-IOAPY Pue 109[q0 UQAIS B 9pn[od0 01 moy
sured] yorym (NASV) YlomiaN nodoi(q [en
-edQ [eLIBSIOADPY :sjouqns om) sasodoid pue
SUOTJEWOIJOp PUB SUOISN[O00 YIIm so[dwexd
uo sosnooy Isnl I 'SYIOMIOU [BLIBSIOAPE
ysno1y) saanisod prey 9Je1ouas) :SIYSYSIH

'$10J09)p Paseq-uoIdal Jo Sururen aaoidwr
0) wpLoge (INgHO) Suturw ojdwrexs prey
QUITUO 2AOdYJS Ing o(dwis vy :SIYSYSIH

ydeid
yons ur sa3pa se pajopow Are s303(qo oYy
uaam)aq sdiysuonerar pue ydei3 e ur sapou
se pajearn) aIe $)09(qo oy) afewl UB USAIS
A1oyMm ‘@oudreyur armonys ydeid jo wojqord
B S uonod)ap 103[qo ajernuiod :SYSNYSIH

"UOISSTWISURT) UOTIBWI
-IOJUT [OIJUOD 0) PAZI[TN JTe SUOTIOUNJ pajen)
‘suonoarp om) ur suor3ar uoddns Surioq
-y31ou U9aMI2q UOTIN[OAUOD YSNOIY) SUOISI
JX9JU0D JUIRJJIP WOI) SaINjedj Suowe uon
-euriojur ssed JON-gD ¢SUOISAI [BNIXAIUOD
9[edS-I}[NW JO SUONJE[AIAY) A[NPOUI 0) J[npow
[euonodanlg paen e asodoid :SIYSNYSIH

v+

9Ce

Tee

¥'ve

9t

6'1L

£t

oYL

9L

TLL

0]

L

009 X 0001 ~

009 X 0001 ~

009 *x 0001 ~

009 *x 0001 ~

NND-¥ 1seq

91-DDA

91-DDA

Nd

[£8] NNDY-Ised-V

(8210118
[9L] WHHO Sunu.f

[LST NIS

[86]11oN-A9D

SISIYSH

0D0D

10T DOA

L00T DOA

(%) dvu

Sdd

9z1s ndug

uoqyoeq

POUION

(ponunuod) g o|qeL

pringer

a's



Multimedia Tools and Applications (2019) 78:27809-27847

27838

X UBILL T8 SIOUI0 JIYM ‘LT 080T BIPIAN UO Pajsd) 1w GSSAIA PUB (SS "au0gyoeq se [O[-10NSIY Yim NND-Y 19158 10§ sjuasaidor NOWA

-a3u9eyd
uonoaep 8100000 JO  Iouuipm
‘AoeInooe pasoidwl paAdIyoe pue
S1dD 8T U0 sIoy 7 ultpim 00D
urelj, ‘uonezifewlou yojeq NJO
sso1o Jursn £q (9Gg oY1) Sururen
yoyeq-1uru 931e] MO[[V :SIYSHYSIH

*ssa001d SIAIN Se pazinn
9q ued I “A[[enpIAIpul pazIug0ooax
Jo peadjsur s309[qo usamiaq sdiys
-uonerer Ay [PPON SIYSIYSIH

*9J00S WNWIXeUX

Ayl Y xoq Surpunoq ay) yim dey
-I9AO I3} JO UOTIOUNJ SNONUNIUOD ©
se $)02[qo IayIo [[& JO SAI0DS Uon
-0919p Yy sAeodp I SIYSHYSIH
'sordurexa prey jo 1os

os1eds e uo Sururen sasno0j YoIYm
$SOT [8004 ® asodoid s3Iy

949

Lt

'+

£re

LT+

I

009 X 0001 ~

009 *x 0001 ~

009 *x 0001 ~

00S * 00S

NdA+0S-1ONsY

NOYd

NND-Y 191s8q

T01-19NSY

[S9] *asen

[9¢] uonejay

[€] SWN-Jos

[S] 1oNeuUney

SIYSIYSH

000D

10T DOA

L00T DOA

(%) dvut

Sdd

azis ndug

uogyoeg

POUISIN

(ponunuoo)  za|qer

pringer

NS



27839

Multimedia Tools and Applications (2019) 78:27809-27847

“ured uonoalep NNOY PeeH-1YSIT
pue auoqyorq JYSromysI| oyIf uon
-dooyx ue ouiquo) :SYINYSIH

a1njonys uondaoug
pue NToY"D Surpnjoul suoneAouul
Jueod1 Jundope Aq Aduepunpar sy
QzIwIuIy ‘AoeInooe ay) Surure)
-urewW  Q[IYM  SYIOMIU  }Ie-0y)-JO
-91e)s Joyo ueyy 1ySi opmyrusewr
JO IOPIO U ST YIIYMm ‘9Injonmns YIom
-jou [oaou e asodoid SIYSHYSIH

*pIey dandadar
9y Surdie[ud pue uonnjosar feneds
ay) Surureyurews Aq yse) UONOAAP
100[qo 10 poudisop A[eoyroads
ST yorymIaNIe@ osodoid  'sio)
-0919p 199[qo Judoar Suruum-oury
10} [opow pouren-aid JoNoSew]
[eUONIPRN JO SYORQMEIP JUSIOYUI
o) ozA[eue 0} ISIL] SIYSIYSIH

L'0g

£ov

I'Le

(472

618

[t

L'1e

00L X 0011

VT X ¥CT
009 X 0001 ~

009 X 0001 ~

xuondoox  [8] peeH-IYSIT

PNVAd [€E]ONVAd  s4010212Qq utti-[poy
Ndd

[16] 65-19N12 NND-¥ 3seIN auoqyovg

SIYSYSIH

000D

102 DOA

L00ZT DOA

(%) dvw

Sdd

9z1s ndug

Juogyoeyg POUIOIN

QUOQYORqQ MU 2p UOTIOAIP 102(qo dwm-Teay € a|qeL

pringer

N



Multimedia Tools and Applications (2019) 78:27809-27847

27840

(IIPMXBIA) X UBIL], 9I€ SISIO J[IYM ‘g JUOYJT UO P)SI) ST 99[od

'SI0}09J9p PAseq-DOA UEBY) $I0)
-owreared 1omaJ pue Jsej A[owonxyg
JUOIOIJJO QIOWI “YIOM]OU IOUOLd)
Jo sdew o1jes) [BUOIIN[OAUOD Y}
WoIJ S[qe[ 1JOS 9y} IJSuel], :I0]
-00)op ssed o[Suis uo uone[mn
-sip Ajdde o0y auo 3s11] ‘ouoqyorq
se jJowyIep-Aul], os() :SIYSIYSIH
‘N19Y 210Joq N W0
‘uorssardwiod jnoyym I19Ae| uon
-1suel], jdopy (1oKe[ oQuld[noq
Ul S[QUUEYD JO IqWINU JIWBUAD
9S() ‘o0[q WS pue IoKe| Isuop
Kem-omy  osodoid  :SIYSIYSIH
'sIoAe] 2Injeoy

[eUOTIN[OAUOD Paseq-JSS JO oels
yiomiau-qns azrundQ Sfromiau Ay
ur oFe)s 191e] e e Jurdwesumop
Suruoprad pue sjouueyd jndur ‘s19)
-[J Jo I_qunu 9y} Suronpar Aq
JON@zoonbg ozrundQ :sIYSYSIH

'

¥'6S

6'0L

€19

00¢

9'¢C

dINET

91 X 91

YCT X ¥CC

00€ X 00€

[L9] youyreq-Aury

JON29[ed

JONez3onbg

[29] 0TOA-A

[88] 9312

[o6] ASS Aury

SISIYSIH

000D

10T DOA

L00T DOA

(%) dvw

Sdd

9z1s ndug

suoqyoeq

POWION

(ponunuoo) € 3|qey

pringer

NS



Multimedia Tools and Applications (2019) 78:27809-27847 27841

methods [6, 65] still hold the state-of-the-art position of object detection on both PASCAL
VOC [18, 19] and MS COCO [52] dataset while some one-stage methods [54, 70, 99, 105]
catch up with a lot of two-stage approaches with almost real-time inference speed. Next, we
discuss these improvements from four main perspectives mentioned above.

Architecture diagram In virtue of the powerful feature representation ability of ResNet-
101 [30] or DenseNet [38], R-FCN [10], Mask R-CNN [31], CoupleNet [106], Light-Head
R-CNN [48] and STDN achieve great success both in accuracy and speed view. As analyzed
in [30], ResNet-101 can bring a boost of 6% compared to VGG-16 on object detection
for Faster RCNN. Most importantly, the employment of position-sensitive Rol pooling or
Rol Align in R-FCN and Mask R-CNN can also bring significant improvement. Cascade
structure achieve almost 2x boost compared to original Faster RCNN (42.8% vs. 21.9%).

Multi-layer exploiting In Table 2, many methods try to exploit multi-layer features based
on SSD or Faster RCNN. Obviously, multi-layer features will not only bring improvements
on accuracy but also result in lost is inference speed. As modifications of SSD [56], R-
SSD [41], Feature-Fused SSD [7], FSSD [49], ESSD [104], and MDSSD [9] are often
compared with SSD and its another descendant DSSD [20]. These four methods gain almost
the same improvement compared to conventional SSD and DSSD. Actually, these simple
feature fusion methods can only achieve a slight accuracy boost. The best way to combine
multi-layer features may be adopting top-down path [77] or using top-down path and feature
pyramid network simultaneously [53]. Especially, FPN achieves significant improvement
compared to many other methods and can be easily embedded into one-stage or two-stage
approaches.

Contextual reasoning MR-CNN [22] and [75] introduce information to the detection
pipeline by using a semantic segmentation subnet or information, demonstrating the effec-
tiveness compared their baseline Faster RCNN (+8.2% for VOC2007 and +5.6% for COCO
separately). Similarly, DES improves SSD with a segmentation branch, achieving +5.1%
mAP on COCO. DSSD [20] applies Deconvolution modules to introduce context in the
pipeline of SSD after the detection layers, getting large progress on COCO (4.8 points).
Undoubtedly, DSSD drops severely on the speed running at 9.5 FPS for its ResNet-101
[30] backbone and extra deconvolutional modules. GBD-Net [98] and SIN [57] investigate
the structure of CNN and add information to network from different ways though they do
not perform very well on PASCAL VOC while they surpass Faster R-CNN on COCO (2.5
points and 1.3 points). From the results above, the segmentation branch helps a lot for object
detection for semantic information are offered and introducing semantic information from
higher layer by deconvolution operation brings both boost accuracy and lost speed.

Training strategy OHEM [76], A-Fast-RCNN [87], and Focal Loss [54] put their attention
on the class imbalance problem of object detection. Both of these methods achieve progres-
sive improvement. Soft-NMS [3] and Relation module [36] solve the problem of duplicate
removal named non-maximum suppression (NMS) which is a post-processing algorithm of
object detection pipeline. MegDet [65] adopts a large mini-batch and won first place in the
2017 MS COCO object detection challenge.

New backbone DetNet is designed especially for object detection as a backbone. With a
DetNet-59, Mask R-CNN obtains a gain of 1.4 points (37.1% vs. 35.7) and FPN gets 4.1
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points (40.3% vs. 36.2). The results demonstrate the effectiveness of the specially designed
backbone for object detection, considering the maintaining resolution and enlarging the
receptive field in the high layer of ResNet-50 [30].

Real-time object detection. Though a lot of object detectors mentioned above achieve
a real-time speed like YOLO [68-70], SSD [56] and its descendants [7, 9, 41, 49, 104],
STDN [105], RefineDet [99] and RetinaNet [54]. There are still many others models trying
to achieve real-time detection by designing a lightweight backbone. These models get fast
speed and comparable performance on accuracy.

6 Conclusion

In this paper, we have reviewed the most recent improvements on object detection. Speci-
ficly, backbone and famous detection networks are discussed first. Then we investigated
these progresses mainly from four directions: architecture diagram, multi-layer exploiting,
contextual reasoning and training strategy. Real-time object detection and ideas borrowed
from other tasks like RNN and GAN are discussed included as others. Benchmarks and
metrics are talked after the analysis. Finally, we simply but comprehensively analyzed the
experimental results of these improvements.

Despite the success achieved in the past several years, there remain problems to be dealt
with, which we see focused on the following aspects:

(1) Powerful and Efficient Features for Object Detection: One of the factors for the
significant success in object detection is the powerful feature extraction capability deep
CNNs, named backbone. These CNNSs are pretrained on large scale image classification
datasets ImageNet [14], recent literature [32] indicates that pretraining can speed up the
training for object detection but it is unnecessary. Most importantly, the gap between the
classification task and object detection should be further investigated for not only high-
level semantic information but also more detail information that is needed for localizing
objects. DetNet [51] offers a new idea by maintaining spatial resolution and enlarging
the receptive field.

(2) Better and Less Anchors: Object detectors are strongly based on anchors, where
RPN is utilized to generate proposals in region-based detectors and pre-defined anchors
or default boxes in one-stage methods. Region proposal process can provide high-quality
anchors for classification while it is very time-consuming, one the other hand, most of
the predefined anchors or default boxes are negative. RefineDet [99] tries to select less
default boxes by refinement neural network.

(3) Weakly Supervised or Unsupervised Learning: Current state-of-the-art  object
detectors adopt fully-supervised models learned from labeled data with object bounding
boxes or segmentation masks [24, 31, 56, 102], however large scale data with bounding
boxes or segmentation masks are very limited. Therefore, how to detect objects with
less labeled data using weakly supervised or Unsupervised learning should be further
studied [84, 101].

(4) Zero-shot Object Detection:  Zero-shot learning method aims to slove a task without
receiving any example of that task at training phase. In conventional object detection
process, it is necessary to determine a certain number of object classes in order to be able
to do object detection wiht high success rate. It is also necessary to ccollect as many as
sample images as possible for selected object classes. Zero-short object detection [1, 13]
aims to detect unknown objects which are not observed during training.
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Till now, more and more methods are emerging to make object detection more accurate

or faster or both on accuracy and speed. We hope this review on recent progress of object
detection can make some help to researchers related to this area.
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