
Multimedia Tools and Applications (2019) 78:25781–25806
https://doi.org/10.1007/s11042-019-07826-4

SHORT: Segmented histogram technique for robust
real-time object recognition

Talal Bonny1 · Tamer Rabie1 ·Mohammed Baziyad1 ·Walid Balid2

Received: 23 August 2018 / Revised: 5 May 2019 / Accepted: 23 May 2019 /
Published online: 3 June 2019
© Springer Science+Business Media, LLC, part of Springer Nature 2019

Abstract
Object recognition is a broad area that covers several topics including face recognition,
gesture recognition, human gait recognition, traffic road signs recognition, among many
others. Object recognition plays a vital role in several real-time applications such as video
surveillance, traffic analysis, security systems, and image retrieval. This work introduces
a novel, real-time object recognition approach, namely “SHORT”: segmented histogram
object recognition technique. “SHORT” implements segmentation technique applied on the
histogram of selected vectors of an image to identify similar image(s) in a database. The
proposed technique performance was evaluated by means of two different image databases,
namely the Yale Faces and Traffic Road Signs. The robustness was also assessed by apply-
ing different levels of distortion on both databases using Gaussian noise and blur, and testing
distortion impact on recognition rates. Additionally, the efficiency was evaluated by com-
paring the recognition execution time of the proposed technique with another well-known
recognition algorithm called “Eigenfaces”. The experimental results revealed successful
recognition on clear and distorted objects. Moreover, “SHORT” performed 4.5X faster than
the “Eigenfaces” algorithm under the same conditions. Furthermore, the “SHORT” algo-
rithm was implemented on FPGA hardware by exploiting data parallelism to improve the
execution performance. The results showed that the FPGA hardware version is 28X faster
than the “Eigenfaces” algorithm, which makes “SHORT” a robust and practical solution for
real-time applications.

Keywords Real-time · Object recognition · FPGA · YALE database · Road signs ·
Eigenfaces

1 Introduction

The enormous developments in the area of computer vision algorithms along with the mas-
sive improvements in processing power of modern computers have encouraged researches
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to build algorithms that can deal with real-time scenarios [8, 22, 34]. Moreover, researchers
are trying to exploit the advantages of recent developments in image analysis [7, 29] and
in processing power of computers to develop systems that are autonomous and can imitate
human behaviors. One of such human behaviors is object recognition. An object recogni-
tion technique is an algorithm that tries to recognize and identify an object in a scene image
or in a sequence of images (videos). Object recognition is a broad term that can include
many sub-categories such as face recognition, human gait recognition, road signs recogni-
tion, etc. Many applications can be developed using an object recognition system such as
video surveillance, traffic analysis, security systems and image retrieval.

Given a test image and a database that has a set of images, an object recognition system
elects image from a database that achieves the highest match with the test image, and thus
it assumes that it has recognized the test image.

Methods for object recognition can be classified into two main categories, the
appearance-based methods, and the feature-based methods [15, 32]. The appearance-based
methods are those methods that try to identify and recognize an object by referring it to
a well known template, and do a comparison based on the pixel intensity values of both
images. These methods are usually simpler and easier to implement. Thus, they are more
applicable to be used in a real-time system. However, they can easily suffer from any change
in the appearance of an image like having a distorted image, a change in the lighting condi-
tions, or a change in the orientation or size. Examples of such approaches are edge matching,
gradient matching, and histogram matching [15].

The other object recognition category namely the feature-based methods. In these meth-
ods, the algorithm searches to find sensible matches between image features and object
features [32]. Corners, surface patches, and linear edges are all examples of such features.
Feature-based methods are less sensitive and have a higher ability to resist the appearance
changes such as lighting condition. However, a drawback of these methods is that a single
position of the object must consider all feasible matches between the two images.

The “Eigenfaces” is a well-known technique used widely for face detection and recog-
nition [18, 36, 37]. Its popularity comes from its simplicity and its real-time support
comparing to other techniques. This approach can easily track and detect a person’s face,
and then does a feature comparison with some known faces to recognize the person. The
recognition idea is to develop a feature space of the tested face that can span and overcome
significant differences between known face images. The significant features are simply the
eigenvectors of the set of faces. Unlike other techniques, these features do not necessarily
represent the human’s facial features like nose, eyes, and ears. Therefore, it may also be
used to detect and recognize objects.

Histogram of intensity, as a statistical image description [9], has been an attractive subject
to the research community in the past and recent years [2, 3, 11, 12]. Face recognition was
proposed first in [11, 12] by matching the gray-scale intensity histogram of the image with
those of the training images. However, direct matching as in [11] does not account for image
degradations or changes in lightening conditions. Field programmable gate arrays (FPGAs)
provide flexibility, fast prototyping, and capability of being reprogrammed/configured in
Bioinformatics [4], Electronics [5, 6], image processing [7, 8], etc.
In this paper, a novel object recognition technique called segmented histogram object recog-
nition technique (SHORT) is proposed, which is robust against distortion and suitable for
real-time scenarios. The new technique can fall in the appearance-based category as it is a
histogram based technique.

The proposed “SHORT” scheme calculates a metric value (we call it similarity distance)
between the tested image and each database image based on computing the histogram for
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individual segments of selected vectors of the image. The vectors are selected based on the
type of the database being tested. The lowest metric value between the tested and database
images refers to the database image which is most close to the tested one.

To evaluate the performance of “SHORT”, two different image databases were used,
the Yale Faces Database [14], and the Crown Copyright Traffic Road Sign Database from
GOV.UK [35]. The experimental results showed that those images were identified among
other images by recording the lowest similarity distance. To evaluate the robustness of
“SHORT”, different levels of distortion (impairments) were added to the images of both
databases to test its effect on the recognition procedure. The distortion was added using
different variances of the Gaussian noise and convolution of a Gaussian blur mask. The
experimental results showed that the distorted images were identified among other images
by recording the lowest similarity distance. Thus, “SHORT” can be useful for images
that suffer from these types of impairments like satellite images, images being transferred
using a noisy channel, or images obtained from incorrect camera settings. To evaluate the
efficiency of “SHORT”, its recognition time was compared with the time required for recog-
nition by the “Eigenfaces” algorithm. The experimental results showed that the software
version of “SHORT” is 4.5X faster than the “Eigenfaces” algorithm, and the FPGA hard-
ware version is 28X faster. This summarizes our novelty in this work which is performing
the object recognition in real-time applications using FPGAs with extremely high accuracy
(even higher than deep Learning methods as explained later).

The contributions of this work can be described as follows:

1. The paper introduces a novel technique for object recognition which identifies the dis-
torted images with different distortion levels including noise or blur, correctly. It gives
a match rate of 95% when a non-uniform distortion is added.

2. The proposed technique can be implemented for different types of databases by using
different image segments.

3. The proposed technique was implemented on a hardware platform for practicality.
4. The time required to recognize a query object among different objects in a database was

reduced explicitly using “SHORT” in comparison to the well-known face recognition
algorithm “Eigenfaces”.

5. The proposed technique does not require huge computational and processing efforts in
the training phase as required by state-of-the-art deep learning-based methods.

The rest of the paper is organized as follows: In Section 2, some related work on object
recognition is presented. Section 3 introduces the method of our histogram based technique
and its vector segmentation to identify the

distorted images. Section 4 presents the hardware implementation of the proposed object
recognition technique. Experimental results and discussion are presented in Section 5. The
conclusion is presented in Section 6.

2 Related work

In [37], the authors have developed the well-known face recognition method called the
“Eigenfaces”. The recognition idea is to develop a feature space of the tested face that can
span and overcome significant differences between known face images. The significant fea-
tures are simply the eigenvectors of the set of faces, and from there the name “Eigenfaces”
came from.
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There exist a variety of applications on the pedestrian tracking, in which every appli-
cation comes with its requirements. For example, when tracking the athletic performance,
it is required that specific body parts must be thoroughly tracked. However, when track-
ing pedestrians, all people in the scene can be looked at as one unit. Thus, it is not easy to
implement a system that can carry out simultaneous tracking. Traditional systems can only
track the body parts of maximally two people at the same time. In [21], a novel method for
tracking pedestrians is proposed to track several traffic objects such as bicycles, roller blad-
ders, among others. The assumption is that the directions of the pedestrians do not change as
they move. In [21], the image is clustered in different groups with a common color in every
group. Using the k-means clustering logarithms, other clusters are developed in the subse-
quent images. Another assumption is that the legs of the pedestrians form a single cluster.
This means if the device can recognize the legs, it can track the pedestrians. This device has
an advantage, in that it works even when the camera is in motion. The classification of the
tracking device is analyzed first to determine the type of template to use.

In [13], a real-time system was implemented using the “Eigenfaces” as the basis of the
system. First, the system computes the eigenvectors of the set of faces being tested forming
the “Eigenfaces” set. Then, a new face image obtained from the “Eigenfaces” is projected
onto face space. After that, a comparison between this projection and the available pro-
jections of all training set images is performed to identify the person using the Euclidian
distance.

An omnidirectional vision based technique for object detection is proposed in [10].
This technique adopts the Histogram of Gradients (HOG) features and sliding windows
approaches which are used with traditional cameras. Next, the technique modifies these
approaches to be used correctly and effectively with omnidirectional cameras. The modi-
fication steps include the adjustment of gradient magnitudes using Riemannian metric and
conversion of gradient orientations to form an omnidirectional sliding window. This object
detection technique has enabled detection directly on the omnidirectional images without
the need to convert them to panoramic or perspective images.

In [27], a moving objects detection method is presented. This novel method uses the
Frame differencing and W4 algorithm to detect the moving object. Previous work in mov-
ing objects detection used either the Frame differencing or the W4 algorithm individually.
However, it has been found that because of the foreground aperture and ghosting problems,
the detected results of the individual approach are not precise. By using the histogram-
based frame differencing technique, the detection method calculates the difference between
consecutive frames. Then, the W4 algorithm is performed on frame sequences. Next, a log-
ical ’OR’ operation is applied to the outputs of the frame differencing and W4 algorithm.
Finally, the moving object is detected using the morphological operation with connected
component labeling.

In our previous work [8], the algorithm is used to recognize face images with differ-
ent facial expressions and different ambient illumination levels. The distance metric of the
algorithm is based on the standard deviation of the histogram of the row in the image. In
this work, our algorithm is more general. It can be used to recognize objects (or faces)
distorted with different distortion levels including noise or blur. The distance metric here
is based on the accumulated difference between the histograms with of segments in the
vectors.

Neural network [17] and deep learning methods [30, 31, 38] are also used for imagevideo
analysis and recognition. In 2012, Geoffrey Hinton et. al. [17] developed deep learning
methods using Convolutional Neural Networks (CNNs), which are a classical type of deep
model that can directly extract local features from an input images.
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The main disadvantages of deep leaning methods in comparison to conventional meth-
ods, such as the proposed “SHORT” method, lies mainly in the complexity of the underlying
architecture and its inability to adapt to different datasets other than the one it was trained
to perform on.

Properly setting up the CNNs’ parallel GPU architecture and parameter optimization are
key to successful operation of deep learning methods. This stage requires a lot of effort and
time because of the enormous amount of training data involved. If the same specific models
are always used to train a specific dataset, then testing a different dataset using this model
will typically cause a decrease in performance of deep learning methods. In comparison,
our method can be easily implemented using FPGAs and can run in real-time.

3 Method

The proposed technique divides the database images into vectors and calculates the his-
togram for different sizes of segments in the vectors. The histograms are compared to find
the closest object image in the database.

The searched image is called the query image (Q) and the tested image in the database is
called the database image (D).

An image of N rows and M columns have a total number of pixels equal to N ×M . Each
pixel is represented using 8-bit value P such that P ∈ [0, 255].

An image histogram is a vector H that represents the frequencies of all possible values
of the discrete variable P . Hence, the histogram H of an image can be represented using
the vector

H = [ F(0) F (1) F (2) · · · F(255) ]. (1)

The frequency of any value P is given as

F(P ) =
NM∑

i=1

Binary(Pi) (2)

where Pi is the pixel value at the position i of the image. Binary(Pi) = 1 if Pi = P , and
Binary(Pi) = 0 otherwise.

Comparing the histogram of the query image with each database image is not an accurate
method to find a matching image in a database. Instead, and one of the main contributions
in this work is to propose a new technique for object recognition, which is based on a his-
togram of selected vectors of the images. The vector-based histogram technique compares
the histograms of individual vectors v of the images to find the lowest similarity distance.

The histogram for a certain vector v can be written as

H(v) = [ F(0, v) F (1, v) F (2, v) · · · F(255, v) ]. (3)

The vectors v of the image are selected in a row-wise v ∈ [1, N ], column-wise v ∈
[1, M], or diagonal-wise v ∈ [1, N + M − 1] fashion, based on the type of the images in
the database.
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The row-wise vectors of an image should not be selected if there exist two images in the
database such that one is horizontally flipped from the other. The reason for that is, when
two images are horizontally flipped, the difference between histograms for each row will be
similar, and consequently, the similarity distance between them shows that they are identical
although they are completely different.

The column-wise vectors of an image should not be selected if there exist two images
such that one is vertically flipped from the other, for the aforementioned reason.

In case of a database which may have some images flipped vertically or horizontally
from others, then the vectors of the image should be selected in diagonal-wise.

Figure 1 shows two different examples of selecting the vectors of the image for his-
tograms comparison. The images in the top are selected from the Yale Faces database. In
this database, there are no images which might be flipped vertically or horizontally. There-
fore, the vectors v are selected in horizontal-wise fashion, i.e, each vector represents a row
of the image.

The images in the bottom are selected from the Traffic Road Signs database. It is clear
that one of the images is horizontally flipped from the other. If the vectors are row-wise
selected, then the similarity distance will be very small (or equal zero) which means that
they are very close and will be recognized wrongly. This database might also have some
images which are vertically flipped. Therefore, and to avoid this conflict, the vectors v are
selected in diagonal-wise fashion.

After selecting the vectors of images, the similarity distance is calculated.
Figure 2 shows the flowchart of calculating the histograms using the proposed vector-

based histogram technique. For each vector of the query and database images, the histogram

Fig. 1 Two different examples of selecting the vectors of the image for histograms comparison
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Fig. 2 Flowchart of calculating the similarity distance using our vector-based histogram technique

is calculated. Then the difference between the histograms is found and accumulated for all
vectors. This will result in the similarity distance between the query and database images as
explained in (4).

Similarity Distance = |H(v1(Q)) − H(v1(D))|
+|H(v2(Q)) − H(v2(D))|
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+|H(v3(Q)) − H(v3(D))|
+ . . . (4)

+|H(vn(Q)) − H(vn(D))|
Where H(v1(Q)) is the histogram of vector 1 of the query image. H(v1(D)) is the
histogram of vector 1 of the database image, etc.

This operation is repeated for all database images. The lowest similarity distance refers
to the database image which is most close to the query.

When the query image is distorted with noise or blur, it will not be identified among
the database images correctly using the proposed vector-based histogram technique (as
shown in the experimental results). Therefore, we introduce our novel and robust technique,
named “SHORT”: segmented histogram object recognition technique. In this technique, the
histograms of the selected vectors are segmented into different ranges of the same lengths.

Assuming that the histogram for a certain vector v is given in (3), and the segment length
is L, then the segmented histograms can be written as

H(v, s1) = [F(0, v)F (1, v)F (2, v) · · ·F(L − 1, v)]
H(v, s2) = F [(L, v)F (L + 1, v)F (L + 2, v) · · · F(2L − 1, v)]

. . . (5)

H(v, s256/L) = [F(255 − L, v)F (255 − L + 1, v)F (255 − L + 2, v) · · ·F(255, v)]
Where H(v, s1) is the histogram of the first segment of selected vector v which rep-

resents the frequencies of all possible values of the discrete variable P such that P ∈
[0, L − 1]. The last segment H(v, s256/L) represents the frequencies of all possible values
of the discrete variable P such that P ∈ [255 − L, 255]. The Number of segments S is
equal to 256/L. As all segments should have the same length, therefore the segment length
L may have only the values which are divisible by 256, i.e. 2, 4, 6, 16, 32, 64, or 128. When
L = 1, that means “SHORT” is not using the segmentation but it compares the histograms
of the complete vector, as in (3).

Figure 3 shows the general flowchart for calculating the similarity distance using
“SHORT”. It might be used for any database but the figure shows that the flowchart is used
for road signs database. In our technique, the images are separated into either N vertical vec-
tors, M horizontal vectors, or N+M-1 diagonal vectors based on the type of images in the
database. In the Yale database, there is no need to separate the images in diagonal-wise fash-
ion because there are no images in this database that are flipped vertically or horizontally.
In this technique and for each selected vector (in row-wise, column-wise, or diagonal-wise
fashion) of the query and the database images, the histogram is calculated. Then the his-
togram is segmented into S number of segments based on a selected segment lengthL. After
segmentation, the comparators find the difference between query segments and database
segments. The number of comparators is equal to the number of segments. The accumula-
tor accumulates all segment differences of all vectors to result in the similarity distance as
shown in (6)

Similarity Distance = |H(v1, s1(Q)) − H(v1, s1(D))| + |H(v1, s2(Q)) − H(v1, s2(D))| + . . .

+|H(v2, s1(Q)) − H(v2, s1(D))| + |H(v2, s2(Q)) − H(v2, s2(D))| + . . .

+ . . . (6)

+|H(vn, s1(Q)) − H(vn, s1(D))| + |H(vn, s2(Q)) − H(vn, s2(D))| + . . .
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Fig. 3 Flowchart for calculating the similarity distance using our technique “SHORT”

Where H(v1, s1(Q)) and H(v1, s1(D)) are the histograms of the first segment of the first
vector of the query and database images, respectively.

4 FPGA hardware implementation of the “SHORT”

In this section, a demonstration on how to implement “SHORT” on the prototyping FPGA
Zed-Board from Xilinx1 is presented. It includes ZYNQ-7000 FPGA [39]. The FPGA chip
which has 140 BlockRAMs, 13,300 logic slices, and 220 DSP48E1s. The FPGA chip com-
bines dual-core ARM Processing System (PS) with Programmable Logic (PL). An industry
standard Advanced eXtensible Interface (AXI) is used to connect the two parts intercon-
nects with low latency connections, and high bandwidth [16]. The board contains also 512
MB DDR3 Memory and some other peripherals to enable users to experiment with various
aspects of their embedded designs.

Figure 4 shows the block diagram of the hardware implementation on the FPGA board.
It consists of the following IP blocks:

– The Zynq Processing System (PS) which includes the ARM processor and DDR
memory controller.

– The FPGA Block RAM.
– The AXI Direct Memory Access (DMA).
– Four Histogram IPs.
– Four Segmentation IPs.

1http://www.digilentinc.com/

http://www.digilentinc.com/
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Fig. 4 FPGA Hardware of “SHORT” on FPGA Zed-Board

– Four Comparators IPs.
– Four Accumulators IPs.

The vectors of query image are stored in the DDR memory, while the Block RAMs are
used to store the segmented histograms of each vector for each database image. These values
were calculated off-line (design time) for only one time. For any new database image, its
segmented histograms have to be calculated and stored in the Block RAM. In Fig. 4, the
segmented histograms of each vector of the image will be stored in one row of the Block
RAM.

Transferring data from the DDR memory to other system parts is performed through
High Performance ports (HP). This will increase the data throughput and will offload the
processor from tasks that involve memory transfers. The histogram IP receives the query
image vector from the DDR through the DMA port and calculates its histogram.

The segmentation IP splits the vector histogram into the same length of segments.
The comparators IP consists of a number of comparators equal to the number of seg-

ments S. Each segment comparator computes the difference between segment histogram of
the query and the database images. The accumulators IP sums up the differences of spec-
ified vectors to find the final one between query and database images and then it stores
the results in a register. The specified vectors for the first comparators IP are Vectors 1,
6, 9, etc.; and for the second comparators IP are vectors 2, 6, 10, etc.; and so on. All
computed differences from all comparators IPs are accumulated to compute the similarity
distance.

In the FPGA Zed-Board, the high performance ports (HP) are used to access the exter-
nal memory (DDR3). Those ports are designed for maximum bandwidth of 4 ports x 64
bits x 150 MHz = 4.8 GByte/sec. Four 32-bit DMA ports (HP0-HP3) are used to receive
data from the DDR. Therefore, the hardware implementation contains four parallel threads.
Each thread consists of histogram IP, segmentation IP, comparators IP, and accumulators IP.
Hence, our hardware implementation can process four vectors in parallel.
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5 Experimental results and discussion

In this section, the experimental results of “SHORT” and its comparison with the “Eigen-
faces” technique are presented. For evaluation, two databases were used; the Yale Faces
Database [14], and the Crown Copyright Traffic Road Sign Database from GOV.UK [35].
The tested Yale database contains a total of 480 faces (320 x 243 pixels) including eight
different facial expressions and four different distortion levels (noise and Blur). The tested
Road Sign Database contains 600 sign images categorized in different groups.

Figure 5 shows samples of the Yale faces database. In addition to, a face sample with
eight different facial expressions without any distortion. The bottom of Fig. 5 shows face
samples after adding different Gaussian noises with variances of 1.1, 2.1, and 3.1, in
addition to Gaussian Blur of 13 × 13 convolution mask.

Figure 6 shows 9 samples of original traffic road signs without distortion (top part), and
after adding different Gaussian noises and Blur (bottom part).

The evaluation is performed on all clear and distorted images (noise or blur) of both
databases.

5.1 Performance evaluation on clear images

To evaluate the “SHORT” technique, it was first tested with clear images (without distor-
tion), and when the segment length = 1. For that, the first face (Face 1) of the Yale database
is considered as a query which needs to be compared with all database faces. The results
of “SHORT” are compared with the “Eigenfaces” Algorithm as it is a standard technique
used for recognition. Tables 1 and 2 show the closest Yale database faces to the query (when
the query is Face 1) using the “Eigenfaces” Algorithm and “SHORT”, respectively. The
first column in each table, where Face 1 is a clear image, shows that the closest database

Fig. 5 Samples of faces from the Yale database. In addition, samples of faces with different facial expressions
and distortions
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Fig. 6 Samples of road signs from the Traffic Road Sign Database. In addition to samples of distorted signs

faces to the query is the first face (Face 1) and then the third face (Face 3). This proofs the
performance of “SHORT” when the query face is clear and has no distortion.

This conclusion is not only valid when the query is Face 1, but also for any face in the
database. Figure 7 shows samples of the similarity distance between different query faces
and all database faces (the last bar shows the average distance through all remaining images
in the database). The query in Fig. 7a is Face 1, while it is Face 5, Face 7, and Face 9
in Fig. 7b, c and d, respectively. The query face, in each figure, has no distortion, i.e, it
is exactly the same as in the database. It is clear in all figures that the similarity distance
between the query face and the same face in the database is zero, but all other distances are
greater than zero. This concludes that Face 1 (query) is identified in the database in Fig. 7a,
face 5 (query) is identified in Fig. 7b, face 7 (query) is identified in Fig. 7c, and Face 9
(query) is identified in Fig. 7d.

Table 1 Closest database faces to the query (Face 1) using the “Eigenfaces” Algorithm

Yale database

Face 1

Query Clear Noise = 1.1 Noise = 2.1 Noise = 3.1 Blur

Face 1 Face 1 Face 1 Face 1 Face 1

Closest database faces Face 3 Face 3 Face 3 Face 3 Face 3
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Table 2 Closest database faces to the query (Face 1) using “SHORT” without segmentation (Segment Length
= 1)

Yale database

Face 1

Query Clear Noise = 1.1 Noise = 2.1 Noise = 3.1 Blur

Face 1 Face 5 Face 5 Face 5 Face 1

Closest database faces Face 3 Face 9 Face 9 Face 9 Face 7

5.2 Performance evaluation on distorted images

Adding distortion to the query face will not give the same results as the clear faces. In
Tables 1 and 2, the second, third, and fourth columns show the results when different Gaus-
sian noises with variances of 1.1, 2.1, and 3.1, are added to the query (Face 1), respectively.
The last column shows the results when a Gaussian blur of 13 × 13 convolution mask
is added to the query face. The “Eigenfaces” algorithm in Table 1 show that the closest
database face to the query for any noise variance or blur is Face 1 and the second closest one

Fig. 7 Similarity distance between query face and all database faces (segment length = 1). When query and
database faces are the same, the distance is zero
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is Face 3, while in case of “SHORT”, Face 5 is the closest database face to the query and
Face 9 is the second closest one. This concludes that “SHORT” does not deliver accurate
results when the query has noises and the segment length is 1.

Figure 8 shows the similarity distance between the query (Face 1) and the first nine faces
of the database (first nine bars), and the average of remaining faces in the database (last bar).
The query face is distorted with a Gaussian noise variance of 1.1 (column 1), the variance
of 2.1 (column 2), the variance of 3.1 (column 3), and blur (column 4). In this figure, the
segment length used in “SHORT” is 1. As shown in this figure, the lowest distance between
the distorted query face and the database faces is not Face 1. Instead, it is Face 5 and then
Face 9 for any noise level. Another important note in Fig. 8 is that increasing the noise
variance of the query face (Face 1) from 1.1 to 3.1 will increase the similarity distance
between the distorted query and Face 1 in the database.

The distorted query can be identified when “SHORT” uses large segment length, as
shown in Fig. 9. In this figure, the query face (Face 1) is distorted with the three Gaussian
noise variances (one column for each variance), and then “SHORT” is applied with differ-
ent segment lengths starts from 1 till 128. When segment length is 1, 2, or 4, the closest
database faces to the noisy query is Face 5, for any noise variance. Starting from segment
length = 16, the closest database face becomes Face 1 but only when the level of noise is low
(variance = 1.1). When the segment length increases, “SHORT” delivers accurate results for
a higher noise variance. When the segment length is the highest (128), the closest database
faces to the noisy query is Face 1, for any noise variance.

Figure 10 shows the similarity distances between query and database faces, for all noise
variances and blur, when segment length = 128. It is clear that the lowest similarity distance
is for Face 1 of the database even when the query face is distorted with any variance of

Fig. 8 Results of comparing distorted Face 1 with all faces when segment length = 1
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Fig. 9 Closest database faces to distorted Face 1 for different segment lengths and under different levels of
distortion

the Gaussian noise. This shows how “SHORT” is robust against any noisy or blurred query
when segment length = 128.

Using the segment length of 128 decreases the similarity distance between the distorted
query and database faces more than other segment lengths. This is shown in Fig. 11. This
figure shows how the distance between the query and database faces decreases when the
segment length increases from 1 to 128. On the other hand, higher segment length requires
more time for computing the differences between histograms of the query and database
images. As all segments should have the same length, therefore the segment length L may
have only the values which are divisible by 256, i.e. 2, 4, 6, 16, 32, 64, or 128. The query
in Fig. 11 is the noisy and blurred Face 1, and the database face is the clear Face 1. When
segment length = 1, the similarity distance starts from 95000 (for noisy query), and from
61000 (for blurred query). It decreases till 1400 when segment length = 128. This figure
shows also that the distance is higher when the noise variance is high, and the distance for
the blurred face is less than the noisy one.

The proposed “SHORT” method identifies any query face distorted with any noise or
blurred level when segment length = 128. Figure 12 shows other examples for different
distorted query faces, such as Face 2 in Fig. 12a, Face 5 in Fig. 12b, Face 7 in Fig. 12c,
and Face 9 in Fig. 12d. In any of these figures, the similarity distance is the lowest
when the clear face of the database is the same as the distorted face for any distortion
level.

The proposed “SHORT” methodology is not only a technique for face recognition, but
it may also be used for object recognition, which may be used to identify any object in
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Fig. 10 Results of comparing distorted Face 1 with all faces for range length = 128

a database of different objects. Therefore, “SHORT” is also verified to detect traffic road
signs.

When “SHORT” is used, the experimental results show the same conclusion as we got
in the Yale Faces Database (Figures are not included for brevity purposes):

– In the case of clear images, the similarity distance between the query road sign and the
same sign in the database is zero, but all other distances are greater than zero.

– In the case of distorted images, when the segment length increases, the similarity
distance between the query and database signs decreases.

– The proposed “SHORT” algorithm delivers accurate results when the segment length is
high (64 or 128)

Figure 13 shows samples of results obtained for similarity distance between different
distorted query signs and some clear database signs. The last bar shows the average of
remaining database signs. The segment length in these samples is 128. In Fig. 13a, the query
is Sign 1 and the closest database sign is Sign 1 (for any added distortion). The next closest
sign is Sign 2 (as it is close to it). When the query becomes Sign 3 (Fig. 13b), the closest
and second closest database signs are Sign 3 and Sign 4, respectively (as they are close to
each other). And when the query is Sign 9, the closest database sign is Sign 9 (Fig. 13d).

In Fig. 13c, the query is Sign 7. In this case, the similarity distance between the query and
database Sign 7, and between the query and database Sign 8 are almost the same because
Sign 7 and Sign 8 are very close (horizontally flipped). This would create conflict when
“SHORT” is used to detect the traffic road signs because there are many signs that are
horizontally or vertically flipped.
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Fig. 11 Results of comparing Face 1 under different levels of distortion with clear Face 1 for different range
lengths

As discussed in Section 3 (Fig. 1), the solution to this problem is to compare the
segmented histograms in a diagonal-wise.

Figure 14 shows the results of comparing the distorted flipped Sign 7 with the clear
database signs but in a diagonal-wise. In this case, “SHORT” delivers correct result without
conflict, because the distance between the query and database Sign 7 is the lowest and much
far from other distances. These results show solid robustness of “SHORT” to detect objects
for any type of distortion.

5.3 Performance evaluation on non-uniform distorted images

All results in the previous section are presented when the faces are distorted with a uniform
Gaussian noise or blur. In real-world scenarios, the images may be distorted with non-
uniform noise or blur. Figure 15 shows samples of faces from the Yale database that are
distorted with non-uniform noise and blur.

To evaluate the robustness of “SHORT” to non-uniform distortion, all face images from
the Yale database are distorted with non-uniform noise and blur. The non-uniform distortion
attack applied to the test images is the “Salt & Pepper” attack. The “Salt & Pepper” attack
replaces random pixels with black and white pixels of a density N, where N is the percentage
of the total additive noise pixels with respect to the total number of pixels. On the other
hand, a spatially variant Gaussian distributed filter kernel is used to perform the non-uniform
blurring effects to an image. The blurred image is obtained by convolving the input image
with the Gaussian filter kernel. The standard deviation of this Gaussian kernel is responsible
of the blurring strength effect.
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Fig. 12 Samples of results show the similarity distance between distorted query faces and clear database
faces (segment length = 128)

After applying the non-uniform noise and blur, the “SHORT” is applied with different
segment lengths starts from 1 till 128. The match rate is computed for all distorted faces and
for each distortion type.

Figure 16 shows the match rate for non-uniform distorted images and different segment
lengths the images are distorted with non-uniform noise (first column) and non-uniform
blur (second column).

As shown in this figure, when the segment length increases, the match rate improves to
reach the maximum in the case of segment length equals 128. The match rate in case of
non-uniform noise is better than the rate in the non-uniform blur. For noise distortion, the
match rate improves from 30% (for length equals 1) till 95% (for length equals 128). For
blur distortion, the match rate starts from 50% and increases to reach 95%.

5.4 Execution time evaluation

The execution time evaluation is performed by comparing the time required to execute
“SHORT” with the “Eigenfaces” algorithm, when both are running on the same platform
(Intel core-I5 @ 350 GHz, 64-bit operating system). The proposed “SHORT” algorithm is
written in C++ using the ”OpenCV” library as the “Eigenfaces” uses this library to assure
fair comparison. The time required to run the “Eigenfaces” was 280 ms while “SHORT”
required only 60 ms (which is 4.5X faster).

For hardware evaluation, The proposed “SHORT” algorithm was re-written in VHDL
and simulated using the ModelSim. The design is synthesized, implemented, and verified on
the FPGA prototyping board (Zed-Board), using the Xilinx Vivado design suite [1]. All IPs



Multimedia Tools and Applications (2019) 78:25781–25806 25799

Fig. 13 Samples of results show the similarity distance between different distorted query signs and clear
database signs (segment length = 128)

Fig. 14 Results of comparing distorted flipped Sign 7 with the clear database signs in a diagonal-wise
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Fig. 15 Samples of faces from the Yale Database with non-uniform noise and blur distortion

are clocked using a 100 MHz frequency clock signal generated by the processing system.
Running “SHORT” on the FPGA Zed-board improves the execution time to 10 ms, which
is 6X faster than the software version, and 28X faster than the “Eigenfaces” algorithm. This
high speed of “SHORT” execution would be enough to support the real-time applications.

5.5 Comparison with state-of-the-art recognition techniques

Table 3 presents maximum average match rates reported by various state-of-the-art recog-
nition techniques and showing the highest average match rate for the proposed “SHORT”
recognition method. As shown in Table 3, the recognition techniques are deep learning
and neural network based. They used different training models with different dataset. The
LT-FHist technique [23] introduced a framework to address the high computational cost
associated with the multidimensional histogram processing and develops a training-less
color object recognition and localization scheme. This LT-FHist method depends heavily
on color features to augment the multidimensional Laplacian feature histogram pyra-
mid representation derived, which contributes to the high percentage value of 96% for
its true recognition match rate. Nevertheless, the proposed “SHORT” technique is only
based on gray-scale image histograms, thus improving the speed of processing, yet the
true recognition match rate for the proposed “SHORT” method is still very competitive
at 95%. The One-Shot Learning method of [19] used the Caltech 101 data set2, while
the Zero-Shot Learning method of [24] used the SUN Data Set3. The Deep-Learning-
based methods of [17] and [28] train a large deep convolutional neural network to classify

2http://www.vision.caltech.edu/Image Datasets/Caltech101/Caltech101.html
3http://vision.cs.princeton.edu/projects/2010/SUN/

http://www.vision.caltech.edu/Image_Datasets/Caltech101/Caltech101.html
http://vision.cs.princeton.edu/projects/2010/SUN/
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Fig. 16 Match rate for non-uniform distorted images and for different segment lengths

1.2 million high-resolution images in the ImageNet ILSVRC-2012 and ILSVRC-2013
competitions.

Schiele and Crowley [26] exploit the use of multidimensional histogram matching to
perform recognition based on histograms of local shape properties which are modeled using
receptive field vectors. Their technique uses a large number of training samples for the
model in order to obtain a reliable histogram. Rothganger et. al. [25] introduce a novel
representation for 3D objects in terms of local affine-invariant descriptors of their images
and the spatial relationships between the corresponding surface patches. A limitation of
their approach is its reliance on texture thus affecting recognition rates for poorly textured
model images. David Lowe, in [20], describes a method for extracting distinctive invariant
features, named SIFT key points, from the images, which enables the correct match for a key
point to be selected from a large database of other key points. The early work of Swain and
Ballard in [33] introduce a novel color object indexing and localization technique, known
as intersection and back projection, based on 3D color histograms. One major drawback of
their color histogram based method is its sensitivity to lighting conditions such as the color
and the intensity of the light source.

The recognition techniques shown in the table require huge computational and pro-
cessing efforts in the training phase. Moreover, the more complex the design of the deep
model, the more time it needs to train and obtain a functional deep learning system. On
the other hand, the “SHORT” recognition technique requires no training as it is not based
on neural network models and it achieves high match rate (95%) in comparison to other
work.
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6 Conclusion

This paper introduced “SHORT”, a real-time object recognition technique that can be used
to accurately identify a query image from a pool of database images under various distor-
tion levels. A demonstrative comparison of the proposed technique with the well-known
face recognition algorithm “Eigenfaces” was presented. The experimental study showed that
“SHORT” is 4.5X faster than the “Eigenfaces” algorithm. “SHORT” was also implemented
on an FPGA platform. The hardware implementation showed a significant improvement
in processing speed. Experimental results demonstrated the efficiency of the proposed
methodology in terms of robustness and support for real-time applications.
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