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Abstract
Machines can acknowledge the images of skin lesion as well as the disease compared
to an experienced dermatologist. These might be executed by giving a proper label for
the provided images of skin lesion. Within the proposed study researchers have
examined various frameworks for detection of skin cancer as well as classification of
melanoma. The current research includes a unique image pre-processing technique and
modification of the image followed by image segmentation. The 23 texture and ten
shape features of the dataset are further refined with feature engineering techniques.
The improved dataset has been processed inside a Deep Neural Network models by
binary cross-entropy. The dataset passes through several mixes of multiple activation
layers with varying features and optimization techniques. As an outcome of the study,
researchers have selected a useful, timesaving model to find an image as melanoma or
even naevus. The model was evaluated with 170 images of MED NODE and 2000
images of ISIC dataset. This improved framework achieves a favorable accuracy of
96.8% with few noticeable epochs which concern other 12 machine learning models
and five deep learning models. In the future, certainly there can be an investigation
with several classes of skin cancer with an improved dataset.
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1 Introduction

Skin cancer can take place throughout every phase of life, and even more, it could grow with
other inner areas of cells and cause damage to their DNA. Being exposed to Ultraviolet (UV)
radiation is the primary reason for the growth of it, apart from ozone coating exhaustion, and
chemical exposure and genetic issues. It can be many types and out of them most commonly
studied are deadly melanoma and naevus (non-melanoma) [42]. Melanoma wipes out an over
ten thousand men inside the United States yearly. This together with different other forms of
skin malignancy induced even over three million clinical operations of skin lesion which are
performed yearly in the U.S.A [9]. This sickness requires over 6% of the population to become
affected in the modern era in the states. This fetal disease needs to detect at first stage as
possible to avoid huge treatment cost and hazards. National Institute of Biomedical Imaging
and Bioengineering has established a non-invasive imaging procedure which precisely spots
cancer without having a surgery. There might be many invasive and expensive methods to
recognize the phase of it; but, the most well-known technique is dermoscopy. It is a non-
invasive approach which is only required the picture lesion of the abrasion. It works for the
early diagnosis of melanoma, and it includes an illumination magnification scheme to analyze
skin lesions. Skin professionals, a least of five years knowledge, might act it and the result of
analysis relies on 30% in the hands of these skin experts. The need for experienced skin
experts is much more in the low socio-economic nations. Absence of proper types of
equipment to assess melanoma and lack of awareness on this condition could lead to more
damage in less congested regions. Therefore, it has a huge need for Computer Aided Diagnosis
(CAD) to test melanoma at the beginning [14]. The scientists had evaluated their scheme of
classification to detect melanoma with machine learning or deep learning models. The
proposed approach used structure-based features, ABCD clinical features or even shape
attributes. Enrique V. Carrera et al. [2] used an optimized SVM classifier and came up with
an accuracy of 73% (748 images). A classification model by J. Premaladha et al. [25] was
tested on 992 images with a Hybrid Adaboost and Support Vector Machine (SVM) with DNN,
which gave an accuracy of 93%. The proposed solution was tested and validated with almost a
thousand images (malignant & benign lesions). E. Nasr-Esfahani et al. [23] have built a
Convolutional Neural Network (CNN) and got 81% accuracy out of 170 images. The CNN
was also used by Nayara Moura et al. [22] with ABCD descriptors and had an accuracy of
94.9% (814 images). The investigation of Afonso Menegola [20] has VGG-16 network to get
an accuracy of 84.5% (900 images). Researchers had worked to innovate a correct framework
for the analysis of the disease but still has the requirement of the subject for the complexity of
this disease. The system may determine the elevation of the lesion and also compile ABCD
information of the mole with the tool for detecting melanoma. This feature contains of property
like the (1) symmetric property of the lesion (A), (2) the irregular border (B), (3) several shades
of pigment color (C) and (4) size of the perimeter (D) of the lesion (6 mm) [22]. Apart from the
above cited the papers, other works are reviewed in the literature review. In this current study,
the researchers have accumulated the factors from these studies and worked to improvised
those. The nobility of this study are as follows: (I) It consists of larger dataset compared to the
earlier studies, which includes 1070 images of melanoma and 1100 of naevus. (II) The study
deals mainly with pre-processing of images which are composed of normalization of intensity,
modified anisotropic diffusion function combined and sigmoidal function. It is faster than
typical 8-neighbourhood Anisotropic Diffusion Filter (ADF) as here present researchers have
reduced it in 4-neighbourhood operation. The method was tested with sources through the
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Peak Signal-to-Noise Ratio (PSNR), Structural Similarity Index (SSIM), Mean Square Error
(MSE) as it protects the adequate information like edges and colour. The skin lesion needs to
properly isolate from the background to get proper information of shape. Several practices of
various segmentation methods were implemented, and testing of the segmented lesion was
determined with Jaccard index, shape match score, global consistency error as well as other
metrics. Past studies of classification had a lack of effort in the proper data refinement
techniques. (III) It also implies different image segmentation techniques and tested on skin
lesion images. (IV) The preprocessed dataset with adequate class variance, present researchers,
have applied on our suggested deep neural network model. The robust data set acts well with
the combination of advance as well as typical non-linear activation function with different size
of the hidden layers.

The motivation of the research has come from recent acts of optimization and tuning of hyper-
parameter of deep learning models [34, 35, 45]. Present research incorporates those ideas. The
suggested framework includes unique image preprocessing, segmentation, as thoroughly as
feature extraction, dataset preparation. Finally, it classifies the diseases with aid of several
Artificial intelligence (AI) based classification methods. In the introduction part, suggested study
want to emphasize a variety of relevant information and existing reports on the detection of
melanoma. In section 3, it has accumulated a few current studies and evaluating those. The
suggested framework and its associated researches have been communicated in section 4 and
explain briefly various phases of activities. Within its sub-sections, present researchers examined
different hyper-parameter with our suggested solution. Here, comparison and its impacts have
been talked earnestly. Inside section 5, the subject has been summarized with the restriction of the
research, along with conditions future scope of the exploration. Lastly, it has highlighted our
findings and reported our outcome of the investigation in section 6.

2 Related work

2.1 Data acquisition

There can be various stages for detection of melanoma through any AI-based models. The skin
cancers image may be collected from several data sources like MED-NODE [7], ISIC [6], PH2
[24] databases as it was mentioned in various studies.

2.2 Image adjustment and lesion segmentation

The acquired images may have distortions of lights and undesired objects which need to
reduce for further progress. So, identification of the melanoma starts with the pre-processing of
the lesion images and segmenting the region of the affected skin cancer. Skin cancer images
contain three layers of information as extracted information from HSV (Hue, Saturation,
Value) layers was effective in the study of [23]. The GPU based computer aid system tried
to detect melanoma from 170 images of MED NODE. To segment lesion of the lesion, six
sigma methods could be used in which was shown [31]. In [43], the designed framework
possess a solution for dermoscopic image segmentation utilising deep convolutional learning
with pixel-wise labelling technique. In this study, it was correct segmentation even in the
existence of hair, air/oil bubbles. In [1], researchers gave importance to precise segmentation,
and the proposed full resolution networks with full resolution convolutional networks (FrCN)

Multimedia Tools and Applications (2020) 79:15635–15654 15637



technique at once discovers the complete resolution features from every individual pixel of the
content in almost 90% of cases. It is also observed in [21] study of Mishra et al. that viewer
bias might impact the evaluation of dermoscopy images to establish a CAD system. It worked
with a deep learning technique when it comes to automated skin lesion segmentation.

2.3 Feature learning and classification through DNN

Within the study of Zhang et al. [44], they recommended automated image feature evaluation
through deep learning model. A convolutional neural network (CNN) was used for local
regions which identify feasible high-level characteristics of images. They built a region-based
unsupervised feature learning model with an accuracy of 81.75%. In the study of Yu et al. [46]
worked on a framework with the high-class varieties in between melanoma and non-melano-
ma. Finally, local deep descriptors through Support vector machine (SVM) was used for
encoding to categorised and got the accuracy of 86%. Googles Inception v4 CNN design was
educated and verified utilising dermoscopic images and corresponding diagnoses [12]. Here,
the test set of 100 images were crosschecked by the sectional reader. Here, the skilled
dermatologists assessed a mean sensitivity and specificity for lesion classification of The
CNN-ROC, CNN-AUC was higher compared to the mean ROC area of dermatologists. Salido
et al. [28] have used to assess its efficiency; they evaluated their classifier using both pre-
processed and source images from the PH2 dataset with DNN. As an outcome, it gave an
accuracy of 86% to 94%. Dorj et al. conducted another study of deep learning. [8] as they
made use of the quite useful deep convolutional neural network employing Error-Correcting
Output Codes (ECOC) SVM to categorise the skin cancer diseases such as Actinic Keratoses,
BCC, SCC as well as Melanoma, and deep convolutional neural network. The colour
images 3500 of the skin cancers was accumulated in the pre-trained AlexNet model was
utilized in extracting features. This revealed the accuracy as follows: 95.1% (Melanoma) for
(SCC) 98.9% and 94.17% (BCC).

3 Proposed solution

The CAD for melanoma detection could have various phases that have discussed earlier. The
system should discover the highest feasible ways of getting a better solution than former works
by improved methodology. So, It needs to incorporate with various type of image enhance-
ment, segmentation and also classification techniques to evaluate the system. We have already
found the idea of different deep learning methods to categorize the melanoma and naevus
images. It can be said, the analysis of the features through the AI-based learning model is the
centre of the study. The images possess noise and low lighting problem, and it has been
improved though proposes a preprocessing method. It has improved the texture of the image
and helped to darken the perimeter of the lesion. The segmentation method like an active
contour model is exceptional when just two contrast areas exist in the image. Features for the
melanoma and naevus is similar in normal eyes, but a couple of characteristics of texture,
colour and also shape differentiate them from each other. An effective model requires a
massive dataset, and we have managed to obtain 2170 dermoscopy images. This brings a
considerable amount of variation in class features. Sometimes, features need to procreate and
generate to readjust variance of features classes. The framework [39, 40] consists of a
polynomial feature generator technique which stretches the measured data. The dimension
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of the feature vector has been minimized with Principal component analysis (PCA). The
refined dataset effectively contrasted to the traditional dataset. The optimised dataset was taken
as training and validation inputs for many supervised learning models [38] as well as deep
neural networks models. The proposed methods of work has been shown in Fig. 1 and Table 1.

3.1 Image processing

The understanding nature of image [47] is one of the vital tasks for skin experts as well as in
the feature extraction process. The observed melanoma and any lesion images taken by digital
equipment may be further progressed with specific preprocessing techniques. The images with
low contrast need to successfully fine-tune such that alteration might not change the charac-
teristics of the lesion. The colour, boundary as well as the texture property of the images is
crucial [16, 36] for the image pattern analysis as well as spotting the shape of the lesion for
classification of the melanoma.

3.1.1 Contrast enhancement

The intensity of the skin lesion image could be improved through image normalization
technique. The enhanced image carries related information of the skin lesion which may work
well when it processes for segmentation.

norm Ið Þ x;yð Þ ¼ αd þ κð Þ; if I x;yð Þ≤α
or; αd−κð Þ; if I x;yð Þ≥α

where;κ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
νd I x;yð Þ−α
� �2

ν

s ð1Þ

Here, norm(I)(x, y) is the normalized intensity of the Gary level pixels, required images average
grey values is αd, the variance of the intensity is νd, α is the average intensity value of the
grayscale images, ν is the variance of the intensity of the two images.

Fig. 1 Framework of the Study through Deep Neural Network based Melanoma and Naevus classification
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The noise removing anisotropic diffusion filter is useful for preserving edges of the lesion
and blur the background area. The disadvantage of it is that the kernel for the filters processed
slower than other filters like Median, Gaussian etc. We reduced the kernel operation and have
utilised a novel modified anisotropic diffusion function with image normalisation and sigmoi-
dal function [32].

I tþ1 sð Þ ¼ I t sð Þ þ α
ηS

h
∑

p∈North;South
g ∇I s;p
� �

∇I s;p þ ∑
p∈East;West

g ∇I s;p
� �

∇I s;p

þ ∑
p∈NE;SW

g ∇I s;p
� �

∇I s;p þ ∑
p∈SE;NW

g ∇I s;p
� �

∇I s;p
i

ð2Þ

Here, we have modified the original anisotropic diffusion function and passed through a
selection of conduction function and done calculation of the gradient of the pixel boundaries.
The eight neighbourhood kernel function was converted into four as shown in Fig. 2. In eq. 3,
tnorth, south is threshold calculated in of north-south region in the kernel (Table 2).

tnorth;south ¼ b�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2−4ac

p

2a
where;
a ¼ σ2

north−σ
2
south

b ¼ 2 μsouthσ
2
north−μnorthσ

2
south

� �
c ¼ σ2

northμ
2
south−σ

2
southμ

2
north−2σ

2
south;north

psouthσ
2
north

Pnorthσ2
south

� �
ð3Þ

Table 1 Different experimental results of pre-processing for enhancement of lesion image

Melanoma Naevus /Non- Melanoma

Original 
Image

Enhanced 
Image

Original 
Image

Enhanced 
Image
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I(s) standard deviation of gradient image north 3 × 3 regions, σ2
south is the standard deviation

of gradient image south 3 × 3 regions. μnorth Is mean of the gradient image north 3 × 3 region,
μsouth is mean of the gradient image south 3 × 3 regions. Psouth prior probability that a pixel
belongs to gradient image north 3 × 3 regions, Pnorth is the prior probability that a pixel belongs
to gradient image south 3 × 3 regions. Since an outcome, it decreases to a single threshold for a
set of the north as well as south orientation. Likewise, we can use it to some other set of
orientations such as NE-SW, E-W, as well as SE-NW. Considering these facts, a result, it
decreases to four limits. The estimation of the gradient threshold parameter was used to meet
iteration storing criteria. The assessment of the skin lesion image has computed through Peak
signal-to-noise ratio.

Toptimal ¼ argmint
cov img0−imgt; imgtð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
var imgo−imgð Þvar I tð Þp ð4Þ

It is an approach to stabilize the value of the intensity of the pixel. The stabilized intensity was
taken for the operations and the magnitude of the interior regions calculated through conduc-
tion function. The gradient threshold parameter is responsible for managing the rate of the
conduction. We have selected specific threshold S, and noises and also edges of the edges are
smoothed away. The gradient threshold is an essential parameter as it operates on the boundary
of the skin lesion. The noises in the image are sensitive to the iteration which needs to manage
accordingly. The selection of iteration of the AD scheme is crucial, since misjudging that it
might lead to smudging the border while ignoring it might keep unfiltered noise. Since optimal
threshold time (T) is related to the number of iteration which preserves the normal range of
PSNR [13] values. For that reason, the minimum threshold time Tmin should be approximated
based on every filter version of the noisy image. img0 is first iteration image and imgt
tth iteration of the image.

Fig. 2 Four neighbourhood kernel mask for modified anisotropic diffusion
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Table 2 Different experimental results of pre-processing for enhancement of lesion image

Lesion Mask 
/Segmentation 

Techniques

Contour Image Features

Manual 
segmentation by 

skin expert

Clinical Attributes:
Age(approx.):55

Benign/malignant :benign

Diagnosis: nevus

Melanocytic: true

Sex: female

Active contour 
model

Perimeter: 885.5

Area:35572.0

Jaccard Index: 0.86

Shape match score: 0.0046

Rand Index: 0.88

Global Consistency Error: 0.07

Variation of Information: 1.43

Fuzzy c means 
clustering 
algorithm

Perimeter: 969.5

Area: 32983.5

Jaccard Index:0.935

Shape match score: 0.003

Rand Index: 0.95

Global Consistency Error: 0.06

Variation of Information: 0.76

K-Means 
Segmentation

Perimeter: 940.2

Area: 36276.5

Jaccard Index:0.92

Shape match score: 0.0075

Rand Index: 0.92

Global Consistency Error: 0.087

Variation of Information: 0.905

Otsu

Perimeter: 896.5

Area: 34756.0

Jaccard Index:0.94

Shape match score: 0.0035

Rand Index: 0.9480

Global Consistency Error: 0.0586

Variation of Information: 0.6361

Super-pixel 
segmentation

Perimeter: 951

Area: 27551.0

Jaccard Index: 0.9008

Shape match score: 0.022

Rand Index: 0.8768

Global Consistency Error: 0.1121

Variation of Information: 0.9495
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Eimg ¼ I i; jð Þ þ
h
I iþ jð Þ � C � 1

1þ e−g xð Þð Þ
i

ð5Þ

Here, E(i, j) enhance image pixels are generated from above-motioned equations.

3.1.2 Lesion mask generation

The preprocessed images come with distinct boundaries and also contrast between a
couple of regions. The evaluation of different segmentation technique was carried out
for arbitrary sampled images. These methods are mainly based on border based,
threshold based, region based or partial derivation based such as Otsu, Super Pixel,
K-means, Fuzzy C-Means and Active contour, etc. The evolution of this methods is
critically validated through measuring the similarity of formation of the pixels by
Jaccard Index, Global Consistency Error, Probabilistic Rand Index, Variation of Infor-
mation and Contour shape matching and object identification. Active contour model
(ACM) segmentation technique [18, 26] has performed well in the majority of the cases
to protect the boundaries. A concise survey has undoubtedly been accomplished to set
apart a section of abrasion of skin cancer and to shape from the uncontrolled and noisy
neighbouring. The shape of the binary mask of melanoma lesion as well as naevus
might have blobs or holes in a couple of situations. We have identified optimal
parameter combination to the possible standard correctness of segmentation and used
a flood fill algorithm to occupy the regions. We took the most relevant techniques
which have an outcome just like manual segmentation although most of the cases.

3.2 Selection of features

The process of getting patterns of the two class labels starts with the problem-solving
approach that would combine mix approaches to get robust dataset having proper class
variance. The skin lesion images could be tested based on the texture as well as shape
attribute [27] The texture is a low-level feature that could be utilised to explain the
structure of the area skin lesion image. The image could possess comparable histo-
grams, however, texture feature of several techniques. We had to try out various
methods of features extraction [29] like color, wavelets, local binary patterns etc. We
have made an initial combination of Haralick co-occurrence matrices [19] features,
which is a collection of 22 attributes. The shape is one of the vital features of these
classes. Therefore 12 shape measurement [41] was present in the final dataset. The
evaluation of 34 features more tuned and optimized [3, 4] in the study to distinguish
between texture features of the training class. The feature fields are discussed below:

& Haralick co-occurrence matrices (22 Features):

Autocorrelation, Contrast, Correlation, Cluster Prominence, Cluster Shade, Dissimilarity,
Energy, Entropy, Homogeneity, Maximum probability, Sum of squares: Variance,Sum aver-
age, Sum variance,Sum entropy, Difference variance, Difference entropy Information measure
of correlation1,correlation2, Inverse difference (INV),Inverse difference normalized (INN),
Inverse difference moment normalized.

& Shape Features (12 Features) is as follows:
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Orientation, Solidity, Perimeter, Minor axis length, Major axis length, Filled area, Area,
Convex area, Equiv diameter, Extent, Asymmetric index, Circularity index.

3.3 Feature scaling

The dataset of the features can be redefined according to the demand of various algorithms of
artificial intelligence [17]. In some cases, it is required to estimate individual characteristics of
the attributes of normally distributed records for the unit variation. We have put on change
such that, the features are readjusted like non-constant features by their standard deviation.
These features hold a various range of magnitudes and units and it is centred to the average.
Here, feature-wise scaling has been carried out for all complement variance.

3.3.1 Polynomial features

The skin lesion features, even more, produce a matrix of updated attribute containing mixtures
of all of the polynomial [30]. These features with the degree under or equivalent to the defined
degree. We possess an input sample of 34 aspects of n-dimensional data. If we assume of the
form f1, f2, f3......fn the degree is n, then polynomial features are

1; f 1; f 12; f
2
1; f 1 f 2; f

2
2:::::: f

j
i

� �
. Here, The degree of the polynomial features initialised to

34. The overall variety of polynomial output features is computed by repeating over all
appropriately sized mixes of feedback features. We have additionally observed the substantial
degrees which could trigger overfitting.

3.3.2 Principal component analysis

The prolonged dataset of melanoma and non-melanoma further refined with a linear transfor-
mation method like Principal Component Analysis [15] (PCA). It possesses the depth of the
evaluation of any feature data and a lot more. The dimension of the dataset and volume in the
investigation is critical. The application of a PCA evaluation is to determine patterns in the
dataset; PCA intends to identify the affiliation between attributes. If a good and balanced
connection between variables exists, the attempt to minimise the dimensionality which only
works. To compare to Linear Discriminant Analysis (LDA) and PCA are both linear transfor-
mation methods but PCA allows the directions that maximise the variance of the data, whereas
LDA also aims to find the paths that optimise the discrimination between various attributes.
The extended feature set consists of xi, j where j = [x1,x2.......x629] attributes minimized to build
feature sets.

3.4 Proposed architecture of deep neural model

The previous researches of deep neural network (DNN) suggest several structures combined
with stacked layered. They have recommended their deep neural structure for their function-
ality. The skin lesion like melanoma and naevus has few distinguishing features between them.
The assessment of class labels from the image directly, is hard for DNN, though it is indeed an
excellent feature learner. We have tested images directly on Convolution DNN models, but it
has not quite done classification well. The images have to preprocessed and appropriately
segmented to get the optimised feature set. Our objective was to build time-saving the accurate
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supervised deep neural model. In which we have divided and combined several hidden layers
and fine-tuned them to get essential aspects of activation functions [10]. This experiment was
rigorous as it combines hyperparameter [11, 33] like inputs in the dense layers, batch sizes,
activation functions, optimisations methods of the networks. The formation of the node which
is densely connected and at last this only generates the binary outcome. The brief result of the
experiment described being evaluated and loaded through every layer and processed through
activation functions which are described below in Fig. 3 and Table 3.

3.4.1 Brief of DNN architecture

Hyperparameters tuning is taking care of a variety of hidden units which determine the deep
neural network, how it can educate as well as validate. We have evaluated the model in
different number the hidden layers are the input layer and output layer along with activation
function, fig. Three has described these. The model was evaluated with regularization methods
which can increase accuracy. It is also discovered that a smaller sized number of hidden units
may create underfitting. We have attached dropout of .5 at each layer to avoid overfitting. It is
a medium size network which has the more opportunity to adapt knowledge of the data.

3.4.2 Role of the non-linear activation function

The model has different weight initialization aspects varying non-linear activation function
used on each layer. We have used activation functions: Sigmoid, Softmax, tanh, Rectified
Linear Unit and advanced activation of relu like S-shaped Rectified Linear Unit, Leaky relu,
Sine relu, Parametric relu, Exponential linear unit. The ideal performing function is the rectifier

Fig. 3 The diagram shows the architecture of a proposed deep neural network
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activation function is the most promising and its variations has worked great. The last layer
sigmoid was present for binary evaluation.

3.4.3 Aspects of learning rate, batch sizes

We have passed the learning rate starting with 0.1 to.001, and we discovered smaller variation
had worked well, as decreases the learning procedure, however, converges efficiently. We
iterated model with early stopping strategies and managed to obtain epoch of the highest
accuracy. Here, batch size plays a crucial role as the number of subsamples given to the
network after which parameter update happens, and we have tested on different size like 16,
32, 64, 128, 256. We got 32 and 64 worked well in many of the situations.

4 Experiments and results

4.1 Datasets

The investigation incorporates image dataset skin lesion includes 170 melanoma (70) as well
as naevus (100) images. The Department of Dermatology of the University Medical Center
Groningen (UMCG) assembled the whole repository. They have incorporated MED-NODE
system and worked with such datasets for screening purpose.

The second source was the International Skin Imaging Collaboration (ISIC) archive, where
we have obtained 2000 images of melanoma (1000) and naevus (1000). It contains digital
images of different kinds of skin lesions and this open source public access archive of skin
images to test and validate the proposed standards of automated diagnostic systems.

4.2 Approach to the machine learning algorithm

We have evaluated our preprocessed images dataset as well as source images dataset in the
different machine learning algorithm. The model was assessed with accuracy and log loss
matrices as shown in Tables 4 and 5 in below.

4.3 Approach to proposed deep neural network

We have divided dataset for the training and validation in 80:20 proportion. The
experiment was carried out with a dataset in 10 times for each DNN models to find
out average accuracy of them. We have examined the suggested model with a various

Table 3 Decripription of the feature set for experiments

Feature Set no. Image Source No. of Training Set No. of Testing Set Total no. of Images

Melanoma Naevus Melanoma Naevus

A Mednode 54 82 16 18 170
B ISIC 419 381 99 101 1000
C ISIC 807 793 193 207 2000
D Mednode+ISIC 864 874 206 226 2170
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set of parameters and specifications. Although, the influence of pre-processing shows
up great impact as it improved over 10% more precision for discovering cancer
malignancy over naevus. In Figs. 4 and 5. we tried to give different compression of
hyper tuning parameters. We have evaluated complex structures with matrices [5, 37] in
below Fig. 6. We have compared the proposed model with other models of DNN. In
Fig. 7. has indeed revealed the rate of the loss of training as well as validation in each
epoch of standard datasets. The Fig. 8 is showing less validation loss and steady
increase in each epoch which is suitable for our proposed framework. (Table 6).

5 Discussion

The ongoing research explored different facets of the classification of melanoma over naevus
(non-melanoma). These aspects are reviewed and summarised below:

Table 4 This table shows accuracy and log loss of every feature set (pre-processed) for experiments

Sl. No. Machine learning methods Accuracy (%) Log loss (Normal range:0 to 1)

A B C D A B C D

1 Logistic Regression 70.59 87 91.25 90.55 1.27 0.28 0.27 0.25
2 C-Support Vector 65.29 63.5 61.25 67.93 0.69 0.7 0.68 0.61
3 Nu-Support Vector 68.82 80.5 84.5 84.1 0.65 0.36 0.32 0.34
4 KNeighbors Classifier 70.59 81.5 80.25 78.8 1.46 1.65 0.93 1.98
5 Decision Tree Classifier 64.71 76.5 93 90.78 12.19 8.12 2.42 3.18
6 Random Forest Classifier 64.71 77.5 92.5 90.32 0.62 0.42 0.25 0.25
7 AdaBoost Classifier 58.82 79 88.75 85.25 0.66 0.68 0.67 0.67
8 Gradient Boosting Classifier 61.76 88 94.5 95.16 0.84 0.31 0.22 0.22
9 Bernoulli Naive Bayes 41.18 75.5 79.75 78.11 1.45 0.6 0.49 0.52
10 Gaussian Naive Bayes 58.82 62 64.5 60.6 2.66 2.31 3.98 4.3
11 Linear Discriminant Analysis 38.24 79 89.75 90.78 0.71 7.15 2 1.34
12 Quadratic Discriminant Analysis 50 92 95.75 96.77 17.27 2.76 1.47 1.11

Table 5 This table shows accuracy and log loss of every feature set (source) for experiments

Sl. No. Machine learning methods Accuracy (%) Log loss (Normal range: 0 to 1)

A B C D A B C D

1 Logistic Regression 70.59 72.5 74.5 74.42 0.59 0.53 0.58 0.52
2 C-Support Vector 50 58 67.25 70.97 0.7 0.57 0.56 0.53
3 Nu-Support Vector 64.71 74.5 76.25 77.19 0.61 0.5 0.47 0.46
4 KNeighbors Classifier 61.76 74.5 80 76.96 2.54 3.24 1.77 2.53
5 Decision Tree Classifier 58.82 66.5 68.25 69.82 14.22 11.57 10.97 10.43
6 Random Forest Classifier 58.82 74 75.5 74.88 0.64 0.68 0.58 0.58
7 AdaBoost Classifier 67.65 77.5 75 76.73 0.68 0.68 0.67 0.67
8 Gradient Boosting Classifier 70.59 77.5 78.5 78.57 0.79 0.48 0.45 0.45
9 Bernoulli Naive Bayes 58.82 66 67.75 73.73 0.76 0.72 0.71 0.56
10 Gaussian Naive Bayes 50 60 62 62.67 2.92 1.61 1.31 1.04
11 Linear Discriminant Analysis 61.76 72 72.5 73.96 0.64 0.54 0.58 0.53
12 Quadratic Discriminant Analysis 55.88 65.5 69.25 72.81 3.52 0.89 0.74 0.63
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5.1 Advantages

In the current study, the researchers discovered various merits this framework which are
communicated in brief in below.

(I) The suggested pre-processing technique has improved accuracy to 10–18% in a
noticeable number of situations. It proves that available images from open archives were
improper for the extraction of features. Illumination, noises and undesirable artefacts in images
make them ambiguous for classification. (II) The recent study also took care of confinement of

Fig. 4 Assessment of different activation function in the proposed DNN

Fig. 5 Experiments of No. of Hidden layers with different batch size
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the affected skin lesion. It was checked with the different edge based, clustered, region-based
techniques for segmentation. It was noticed that the structure of the images prevents isolation
of skin sore. (III) One of the basic features scaling methods is normalization,which is useful
here for altering the range of intensity values. It is detected that rescaled intensity with a
specific range which assured better convergence during back-propagation. It is used to subtract
the mean of each data point division by its standard deviation. This assists equal weightage for
all instances. (IV) The feature vectors is optimized through PCA. This identifies important
variables which can help to prepare a set of principal variables. (V) The texture feature such as
cluster prominence have more impact in the classification of the images. (VI) The shape
features such as border circularity index and asymmetric index have the highest correlation in
for classification. (VII) An increased amount of dataset (over 2000) has been included to carry
out the work effectively compared to a few datasets. (VIII) Here, machine learning models
functioned effectively than DNN in the small dataset but did not performed well when the

Fig. 6 Comparison accuracy and time complexity of proposed methods between different deep learning models

Fig. 7 Accuracy and Loss against Training and Validation for a standard dataset in Deep Neural Network for
Melanoma classification (Batch Size =64) through Feature Training
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dataset had a large variance. (IX) The DNN have dense hidden layers with varying shape and
size. The optimal model should have a proper number of hidden layers which would produce
adequate accuracy. It is noticeable that if the fixed size of hidden layers is there in the model,
then the tuning of the hyper parameter like kernel will not have any impact on the accuracy.
(X) Issues like over-fitting of the model and generalization of the architecture are resolved
through adding more data in the DNN. It further includes data augmentation which reduces
architectural complexity. Batch normalization and regularization are applied in the proposed
model to resolve this issue. (XI) The researchers have employed the first order gradient descent
technique like SDG regularization to handle sparse data and reduced the number of parameters
in the neural network. (XII) Batch normalization is used to reduce the working time of
activation layers and speed up the execution of the model. It further reduces the noises of
the dropout layers.

5.2 Limitations

Here, challenges are not only restricted by the size of the dataset but was also confronted
limitations.

(I) Acquired images from the internet consist of undesired objects which need extra care
during sample selection. (II) The assessment of the features can be optimized before it is
processed in DNN. The proper measurement and the correlation of the features may help
obtain a significant subset. In the upcoming study, it can be carried out in detail. (III) The
evaluation of these machine learning models may be further tuned with their concerns-

Fig. 8 Accuracy and Loss against Training and Validation for the pre-processed dataset in Deep Neural Network
for Melanoma classification (Batch Size =64) through Feature Training

Table 6 Comparison between previous studies with a proposed solution

Referred Study no. of images accuracy (%)

[2] 748 73
[25] 992 93
[23] 170 81
[22] 814 94.9
[20] 900 84.5
proposed 2170 96.8
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parameters. (IV) It was also observed that that reduction of the features to a minimum size
would deteriorate the accuracy to 7–16%.

6 Conclusions

The assessment of skin lesion was completed with uniquly pre-proceed images, and
researchers have built a effective DNN for melanoma and non-melanoma (Naevus). A
detailed comparative analysis of various segmentation (edge based, clustered, region-
based techniques etc.) are studied. Feature normalization is deployed for the improve-
ment of convergence rate during back-propagation. Most of the hyper-parameter of the
deep learning model is tested on a large experimental data sets of size 2170 images (2000
images (ISIC- Archives) and 170 images (MED-NODE)). As a result of image pre-
processing, a significant improvement in the reported accuracy (>10% for all classifiers)
is observed. The pre-processed feature set is assessed with accuracy through 12 machine
learning classifier such Logistic Regression (90.55%), C-Support Vector Classification
(67.93%), Nu-Support Vector Classification (84.1%), K Neighbors Classifier (78.8%),
Decision Tree Classifier (90.78%), Random Forest Classifier (90.32%), AdaBoost Clas-
sifier (85.25%), Gradient Boosting Classifier (95.16%), Bernoulli Naive Bayes (78.11%),
Gaussian Naive Bayes (60.6%), Linear Discriminant Analysis (90.78%), Quadratic
Discriminant Analysis (96.77%). The results obtained from a pre-processed dataset has
better accuracy from 7 to18%. The proposed deep learning model can achieve an
accuracy of 96.8% in 0.41 min. In the future, various feature selection techniques and
hair removal techniques can be investigated to increase the robustness and efficacy of the
recommended system. Moreover, machine learning models with their hyper-parameters
can be studied. There is a scope of investigation in various types of transformation-based
features like Fourier’s, Wavelets features and feature reduction techniques (e.g., Rough
Sets, Linear Discriminant Analysis, Independent Component Analysis etc.). There is
undoubtedly a possibility for an investigation of skin cancer with the improved dataset.
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