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Abstract
Contrast magnification is a critical parameter of image enhancement. Remote sensing
images are distance captured images, so they naturally have very low contrast as compared
to other images. In this paper a very simple and efficient technique based on adaptive gamma
correction and Discrete cosine transform(DCT) is proposed which can bring out the maxi-
mum information present in the image and enhance the contrast of the image very well. We
first apply an adaptive gamma correction which enhances the image globally and than high
frequency components of DCT transformation are further altered to intensify the minute
details of the image. Proposed method is judged on the basis of visual quality and numerical
parameters compared with the other existing techniques. The results obtained for proposed
technique surpasses all the other methods both qualitatively and quantitatively.

Keywords Gamma correction · DCT transformation · Enhancement

1 Introduction

For many years, remote sensing images represented a major role in the field of land culti-
vation, military, historical surveying, calamity monitoring, coastal land use and regulation
etc [3–5, 14]. The contrast of the remote sensing images is destroyed due to its distant cap-
ture and also due to the environmental conditions. Hence, an efficient technique is required
which can enhance the contrast as well as brings out the minute details of the remote sensing
images.

Histogram equalization (HE) is generally used due to its simple and efficient approach
for image enhancement. In HE, the contrast of the image is increased by taking transforma-
tion function as cumulative density function (CDF) of the image. However, there are some
drawbacks when HE is applied. The image mean brightness is disturbed and the image is
over enhanced.

In 2010, another method called as Satellite image contrast enhancement using discrete
wavelet transform and regular value decomposition (SEDWT-SVD) [6] was proposed for
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the enhancement of the remote sensing images. This method belongs to the transform -
domain method which divided the given image into the DWT subbands, and the image
brightness was maintained by the singular value decomposition. The limitation of this
method was that the overall information content of the image was less.

In 2013, Low contrast satellite images enhancement using discrete cosine transform pyra-
mid and singular value decomposition (DCTPSVD) [2] was proposed. In this method the
DCT high frequency coefficients of the image were divided into low sub-band and reverse
L-shape block and than SVD was applied for image contrast enhancement purpose. This
method suffered from halo artefacts and artificial noise in some of the images.

Again in 2013, another method was proposed for enhancing remote sensing images using
dominant brightness level and adaptive intensity transformation [15]. This method, first
calculated the brightness-adaptive intensity transfer functions in wavelet domain and than
transformed the intensity values according to that function. Though this method preserved
the brightness of the image but it introduced harsh noise in the images.

Adaptive gamma correction with weighting distribution (AGCWD) was proposed in
2013 [9]. In this method the gamma value was calculated using weighted histogram.
AGCWD generated contrast enhancement results that preserved the overall brightness of an
image, but the information contained in the brighter regions of the image was lost.

Regularized- histogram equalization and the discrete cosine transform (RHEDCT) [7]
proposed in 2015 used both global and local contrast enhancement process. In this method
the image histogram was altered by applying sigmoid function for global enhancement and
than DCT was applied for local details enhancement. This method enhanced the images
well but also introduced noise in the images.

In 2016, an adaptive gamma correction (AGC) for image enhancement was proposed
[19]. It basically classified the images based on their statistical information and the param-
eters of AGC were set dynamically according to the image information. This method failed
to preserve the edge details of the image.

Another method, using singular value decomposition (SVD) and AGC [12] was proposed
for enhancement of computed tomography (CT) scan images. This method used discrete
wavelet transform with SVD (DWT-SVD) followed by AGC for the contrast enhancement.
The images generated by this method were not visually appealing.

Recently, a particle swarm optimization based contrast enhancement algorithm was pro-
posed for gray scale images [13]. This method also employed gamma correction for image
enhancement and the optimal gamma value was find using particle swarm optimization.
This method has high computational complexity due to convergence.

An adaptive cuckoo search algorithm based satellite image enhancement technique was
proposed in 2017 [22]. It comprised of a chaotic initialization phase which avoided the early
convergence stage of an image. Secondly, an adaptive Lévy flight strategy was adopted to
improve the convergence rate and finally a mutative randomization phase was included to
achieve proper balance between exploration and exploitation phases. The computational
complexity of this method is very high due to the three different phases which makes it
unsuitable to be used in real time applications.

An optimally weighted piecewise gamma corrected method was proposed for satel-
lite image enhancement [20]. In this method optimally ordered fractional differential (FD)
unsharp masking and piece wise gamma correction was employed for the image contrast
enhancement. Though this method provided good results but, it is very slow and very
difficult to be used in real time applications.
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A slantlet filter-bank based method was proposed for satellite image enhancement [21].
In this particular method auto-knee transfer function and gamma correction were applied
using slantlet transform for enhancing the images. Since, filter is utilized in this method the
number of calculations increased and the complexity also increased.

Recently, an efficient contrast enhancement method for remote sensing images (HCTLS)
was proposed [16]. This particular method used histogram compacting transform and linear
stretching for the enhancement of remote sensing images. The method although maintained
the robustness but, it failed to bring out the maximum details of the image.

In this letter, a new contrast enhancement technique for remote sensing images is pro-
posed to refine the overall contrast of the image as well as enhance the minute details of the
image. We first apply a new adaptive gamma correction technique based on adaptive gamma
correction (AGC) for global contrast enhancement of the image. Next, we apply DCT trans-
formation on the gamma corrected image and higher frequency coefficients are altered in
order to enhance the minute details of the image. After rigorous experiments on the differ-
ent images the proposed technique outperformed state of the art methods qualitatively as
well as quantitatively.

2 Motivation

The idea behind introducing this method is to enhance the complete image as well as
enhance the local details of the image. As discussed in the introduction section all the state
of the art methods have some or the other limitations associated with them such as:

– Shifting of mean brightness and over enhancement of an image.
– Very less enhancement of image details.
– Presence of halo artefacts, harsh noise and artificial noise in an image.
– Loss of information in the brighter portion of an image.
– Loss of edge details of an image.
– Increased complexity of the system due to large number of calculations.

The proposed technique can resolve these issues and gives high contrast image which
can be further visualized in results section.

In this paper gamma correction is combined with DCT, the idea behind combining these
two techniques can be observed from the following figures: Figures 1 and 2 shows the result
of two remote sensing images for different conditions.

Fig. 1 GF-1 image: a Original b Enhancement with only gamma correction c Enhancement with only DCT
adjustment d Enhancement with the proposed method
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Fig. 2 Mars image: a Original b Enhancement with only gamma correction c Enhancement with only DCT
adjustment d Enhancement with the proposed method

Figure 1 shows the GF-1 image. Figure 1a is the original image with its histogram.
Figure 1b shows the resultant image with only gamma correction. As it can be observed that
image is globally enhanced and histogram is stretched in comparison to original histogram.
Figure 1c shows the resultant image with only DCT adjustment. It can be seen that local
details are highlighted in this image. Also if we look at the histogram, it has sharp stretch-
ing. Figure 1d shows the resultant image with proposed method. As it can be clearly seen
that this image is very well enhanced with both global and local features enhancement. Also
histogram of this image covers the entire range of the pixel intensity. Similarly, Fig. 2 can
also be analysed.

Hence, this was the motivation behind proposing this method.

3 Proposedmethod

Figure 3 shows the flowchart of the proposed method.

3.1 Enhancing the image globally by applying adaptive gamma correction

Let us consider an input remote sensing image I which is having a size X x Y with the
intensity levels between 0 to L-1 (I0, I1, ....Ii ..., IL−1) where L is the maximum num-
ber of grey levels. Let Imax and Imin represent the maximum and minimum intensity of
image respectively. The proposed transformation function based on gamma correction is
given as:

Iout = (Ik − Imin)
γ (1)

Fig. 3 Block diagram of proposed method
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where Iout is the output enhanced image and Ik is the kth intensity of the image. The value
of γ is calculated as:

γ = log(L)

log(Imax − Imin)
(2)

Since, this value of γ will change for every image , so it is adaptive in nature.

3.2 Detail enhancement by applying DCT

After the contrast of the image enhanced globally by the above procedure, we apply DCT
transformation to further enhance the minute details of the image. 2-D DCT is applied here
for getting the DCT coefficients. Since, majority of the message information lies in the
low-frequency parts of the DCT, so these components are preserved. The high-frequency
coefficients contains noise, so these are altered in order to get the desired image. It is
computed as:

DCT (m, n) = βmβn

X∑

p=1

Y∑

q=1

Iout (p, q)cos
π(2p + 1)m

2X
cos

π(2q + 1)n

2Y
(3)

where 1 � m � X and 1 � n � Y. βm and βn are calculated as:
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⎧
⎨

⎩

√
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√
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Y
, n = 1√

2
Y
, for 2 � n � Y

After applying DCT on number of remote sensing test images we found that the max-
imum value lies in the upper left corner of the matrix i.e. DCT(1,1) and the maximum
value corresponds to the maximum information. Therefore, we did not vary the DCT(1,1)
component and rest all the coefficients are varied according to the equation below:

DCT ′(m, n) = DCT (m, n)γ (4)

where DCT’(m,n) are the modified DCT coefficients. The above (4) applies for DCT(m,n)
> DCT(1,1). After this step final enhanced image (Ienhanced ) is obtained by applying
inverse 2-D DCT transform to the DCT’(m,n).

Algorithm 1 shows the pseudocode for the proposed method.
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3.3 Impact of γ on image enhancement

The calculated value of γ is key adaptive parameter in our proposed method, since this
directly effects on the enhancement results. Figure 4 shows the enhancement results of GF-1
image with different values of γ . It can be observed clearly that when γ value is less than 1,
the image has become almost black and when γ is equal to 1, there is no enhancement. For
calculated value of γ as in (2) the image contrast is enhanced very well with clear details.
Again when γ value is much greater than 1 the image shows arte-facts.

Figure 5 shows the resultant transformation curve of two remote sensing images for
different values of γ . Here x-axis shows the gray level of image and y-axis shows corre-
sponding cumulative distribution function (CDF) at each gray level. Red curve shows the
CDF for original image. Yellow curve shows CDF for the image when γ value is less than

Fig. 4 Enhancement result of a Original b γ < 1 c γ = 1 d Calculated γ e γ >> 1
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Fig. 5 Resultant transformation curve for different values of gamma(γ ): a Transformation curve for Mars
image, b Transformation curve for GF-1 image

1. Green curve shows CDF for the image when γ value is equal to 1. Blue curve shows
CDF for proposed value of γ and magenta curve shows CDF for the image when γ value
is much greater than 1. It can be clearly observe that for proposed γ value the mapping
curve increases smoothly to the maximum value and this causes no over enhancement or
distortion in the processed image, which is also clear from the Fig. 4.

4 Evaluation parameters

Quantitative assessment is a judgment of the numerical estimation of the image enhance-
ment. In this paper four metrics are used for the analysis. The first is Discrete entropy (DE)
[11]. Entropy is a count of randomness of the pixel intensities of an image. Entropy of an
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image will be more if the pixels are more randomly distributed throughout the range. More
entropy means more contrast of the image.

DE = −
L−1∑

i=0

p(Ii)log2p(Ii) (5)

where p(Ii) is the probability value of the ith intensity level.
Second metric which is calculated here is measure of enhancement (EME) [1]. It gives

the value that how much the processed image is enhanced in comparison to the original
image. Consider an image f(x,y) be divided into k blocks wm,l(i, j) of sizes l1 x l2 and let
φ be a known class of orthogonal transforms which is being used for image enhancement
along with enhancement parameters then EME is defined as

EME(f ) = EMEφ(f ) = 1

k2

k∑

m=1

k∑

l=1

20log2
max(f [m, l])
min(f [m, l]) (6)

where min(f [m, l]) and max(f [m, l]) are respectively minimum and maximum of the
image f(x,y) inside the block wm,l .

Third parameter is Naturalness Image Quality Evaluator (NIQE) [8, 17]. It is a no-
reference quality assessment metric. NIQE is dependent on statistical regularities that are
obtained from natural and distortion free images. Basically, NIQE is constructed by accumu-
lating of ”quality aware” attributes and putting it to a multivariate Gaussian (MVG) model.
The quality aware attributes are extracted by regular natural scene statistic (NSS) model.
The quality score of any image is thereafter calculated by finding the distance of a MVG fit
of the NSS attributes obtained from the test image, and a MVG model of the quality aware
attributes obtained from the natural images.

D =
√√√√

(
(Vn − Vt )T

(
Mn + Mt

2

)−1

(Vn − Vt )

)
(7)

where Vn, Vt are the mean vectors and Mn , Mt are the co variance matrices of the natural
MVG model and test image’s MVG model respectively. NIQE value for an image should be
as low as possible.

Histogram utilization efficiency (UEhist ) is another significant metric that can be calcu-
lated to interpret the property of the image histogram [18]. For a good contrast enhancement,
the image must possess regularly scattered histogram throughout the complete area without
changing the primary features of the histogram too much. UEhist is given as:

UEhist = NBe

NBo

(8)

where NBe and NBo represents the number of non-zero bins(utilized gray levels) of
enhanced and original image correspondingly. Since, the number of non-zero bins in
enhanced image is comparatively lower than original image the value of UEhist is less than
1. But, if the value is much less than 1 it destroys the image quality. Hence, it should be
closer to 1.
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5 Results and analysis

This section describes the quantitative as well as visual results of the images. 24 satel-
lite images were taken from the standard Computer vision group (CVG-UGR) database, 4
images were taken from [2] and 2 images were taken from [16]. In total 30 images were
taken for test purpose.

5.1 Quantitative assessment

Table 1 shows the result of all four evaluation parameters for eight images. The best values
are kept in bold. As we can observe from the table the entropy values obtained by the
proposed method for Mars, GF-1, Sat1, Tank, Aerial, Truck, Aircraft and Surface images
are 7.38, 7.41, 6.43, 6.80, 7.74, 7.45, 5.41 and 7.21 respectively which are highest values
among all the other methods. Since, the original remote sensing image has very low contrast
the entropy values for enhanced image should be more than the original image.

Next, if we analyze the EME values, proposed technique gives the highest values of EME
for all the images. It shows that the proposed method results in maximum enhancement of
the images.

NIQE should be as low as possible for an image. We can observe from the table that for
our method NIQE values are lowest for all eight images.

From Table 1, it is noticed that UEhist values for all the eight images is highest for our
technique. From this it can be concluded that the proposed method can enhance the contrast
very well together with preserving the basic features and characteristics of the image.

Figure 6 shows the average result for all the 30 images. Red line shows the result for
EME. As it can be seen that proposed method gives the highest average EME. RHEDCT
method gives the second highest average value for EME.

Blue line gives the result for entropy. Again, proposed method shows the highest average
entropy and RHEDCT method second highest. PSO method is also very close to RHEDCT.

Green line shows the result for NIQE. Since, its value should be as low as possible,
proposed method gives the lowest average value of NIQE among all the methods.

Violet line shows the result for UEhist . Again, proposed method gives the highest
average value of UEhist as compared to other techniques.

Table 2 shows the result for computational complexity of different methods. It gives the
average computation time in seconds. Result is shown for different sizes of images. As can
be observed that proposed method requires least time to process the image. RHEDCT is
also very close to proposed method. As discussed in the introduction section ACSEA and
PSO methods have very high computational complexity, these two methods require highest
time for processing an image.

5.2 Visual assessment

Visual assessment is the qualitative assessment of the images. Though this assessment is
perspective in nature, but if the algorithm provides best visual look together with best
quantitative values we can say that the image enhancement is appropriate.

Figure 7a has very low contrast. Figure 7b is the image obtained by DCTPSVD. Although
the image has enhanced a bit but there are saturation and noise arte-facts. Figure 7c is the
imaged obtained after applying AGCWD. The image is over enhanced and the details are
lost in the bright portions. Figure 7d is the RHEDCT resultant image. It is well enhanced
image but it still is has some noise issues. Figure 7e is obtained after applying ACSEA.
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Table 1 Various parameters measures

Metric Image Original DCTPSVD AGCWD RHEDCT ACSEA HCTLS PSO Proposed

Entropy Mars 5.82 6.91 5.82 7.30 5.96 5.80 5.79 7.38

GF-1 5.38 6.82 5.37 6.98 5.01 5.37 7.23 7.41

Sat1 4.67 5.85 4.67 6.29 5.80 4.65 6.28 6.43

Tank 5.87 6.27 5.78 6.66 5.64 5.80 6.70 6.80

Aerial 6.38 6.97 6.02 7.22 6.42 6.50 7.01 7.74

Truck 6.02 6.45 5.89 7.23 7.16 7.12 7.09 7.45

Aircraft 4.00 4.02 4.87 5.01 4.46 4.43 4.93 5.42

Surface 6.70 6.77 6.63 6.87 6.72 6.85 6.70 7.21

EME Mars 3.92 11.56 3.92 14.56 6.54 11.35 5.32 16.23

GF-1 7.19 10.98 7.35 12.97 6.54 10.85 11.65 13.55

Sat1 7.11 9.82 7.20 12.38 7.15 9.12 10.43 13.14

Tank 6.06 7.56 6.24 6.31 6.01 6.03 6.45 9.01

Aerial 16.27 18.79 10.32 19.28 14.56 18.77 17.21 19.45

Truck 10.81 12.67 6.78 15.79 11.66 12.23 11.87 16.42

Aircraft 3.16 3.14 3.26 3.54 3.18 3.20 3.33 3.74

Surface 9.75 10.11 7.65 12.34 9.84 10.98 9.75 14.42

NIQE Mars – 3.83 3.96 4.04 4.21 4.31 4.29 3.61

GF-1 – 4.85 4.70 4.78 4.73 4.82 4.69 4.66

Sat1 – 8.77 7.86 8.41 7.98 7.91 7.70 7.56

Tank – 3.12 3.02 2.65 2.75 2.97 2.87 2.54

Aerial – 2.48 4.98 2.41 3.46 2.46 2.39 1.84

Truck – 2.87 5.89 2.93 2.88 2.89 2.89 2.84

Aircraft – 5.68 5.87 4.53 5.32 5.16 5.77 4.49

Surface – 4.98 6.44 4.67 4.95 4.80 4.51 4.64

UEhist Mars – 0.56 0.51 0.82 0.79 0.78 0.64 0.87

GF-1 – 0.45 0.60 0.94 0.65 0.82 0.72 0.97

Sat1 – 0.67 0.55 0.79 0.69 0.50 0.72 0.80

Tank – 0.77 0.63 0.73 0.52 0.76 0.68 0.79

Aerial – 0.64 0.45 0.83 0.70 0.78 0.85 0.88

Truck – 0.68 0.57 0.73 0.76 0.69 0.75 0.81

Aircraft – 0.52 0.76 0.82 0.72 0.78 0.68 0.88

Surface – 0.61 0.53 0.75 0.64 0.68 0.78 0.79

There is lot of noise in this image. Figure 7f is obtained by HCTLS. Visually seeing it is
close to the proposed method but the image is not very much smooth. Figure 7g is the image
obtained by applying PSO. Image is enhanced but is not visually appealing. Figure 7h is the
enhanced image generated by our proposed technique. As we can observe that the image is
very clear with all the global and local details highlighted.

Figure 8a is the original low contrast image. Again, we can observe that DCTPSVD gen-
erates noise and arte-facts in the image as seen in Fig. 8b. Figure 8c generated by AGCWD
has saturation arte-fact in the white portions of the image and the details are not clear.
Figure 8d has been globally enhanced by RHEDCT but the minute details of the image are
not much highlighted. Figure 8e is obtained after applying ACSEA. It can be seen that image
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Fig. 6 Average result of 30 images for different methods

Table 2 Average computation time (in sec)

IMAGE SIZE DCTPSVD AGCWD RHEDCT ACSEA HCTLS PSO Proposed

256x256 0.75 2.01 0.15 15.67 0.95 9.82 0.12

387x382 0.97 3.45 0.22 17.53 1.78 11.89 0.19

512x512 1.48 5.90 0.35 19.78 2.22 13.21 0.32

548x548 1.99 6.84 0.51 22.39 2.54 14.87 0.49

1500x1000 3.02 10.98 1.38 40.35 5.59 18.54 1.12

Fig. 7 Mars image: a ORIGINAL b DCTPSVD c AGCWD d RHEDCT e ACSEA f HCTLS g PSO h
PROPOSED
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Fig. 8 GF-1 image: a ORIGINAL b DCTPSVD c AGCWD d RHEDCT e ACSEA f HCTLS g PSO h
PROPOSED

has artefacts and also the details are lost. Figure 8f obtained by HCTLS is not enhanced well.
Figure 8g is the resultant image of PSO. This image is very close to 8(d) image. Figure 8h
contrast is enhanced very well by proposed method as well as details are very clear.

Figure 9 shows the result for Sat1 image. Image generated by DCTPSVD is well
enhanced. AGCWD resulted in very bright image. RHEDCT showed very less enhancement
for this particular image. Image obtained after applying ACSEA resulted in noise artefacts.
HCTLS did not show enhancement for this image. PSO showed enhancement but again, it
is not visually very appealing. Proposed method resulted in well enhanced image with clear
details.

Fig. 9 Sat1 image: a ORIGINAL b DCTPSVD c AGCWD d RHEDCT e ACESA f HCTLS g PSO h
PROPOSED
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Fig. 10 Tank image: a ORIGINAL b DCTPSVD c AGCWD d RHEDCT e ACESA f HCTLS g PSO h
PROPOSED

Figure 10 shows the result for Tank image. In Fig. 10 DCTPSVD, ACSEA and HCTLS
methods generated noise in the enhanced image as can be seen in Fig. 10b, e and f.
Figure 10c obtained by AGCWD had lost the details due to over enhancement. Figure 10d, g
and h generated by RHEDCT, PSO and proposed technique provides well enhanced images,
but Fig. 10h is much more clear with sharp details around the tank.

Figure 11 shows the result for Aerial image. In this figure AGCWD completely dis-
torted the image. Images generated by DCTPSVD and HCTLS are almost similar. ACSEA
resulted in over brightened image. RHEDCT and PSO techniques provided well enhanced
images. Proposed method generated very clear image with sharp features and details.

Fig. 11 Aerial image: a ORIGINAL b DCTPSVD c AGCWD d RHEDCT e ACESA f HCTLS g PSO h
PROPOSED
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Fig. 12 Truck image: a ORIGINAL b DCTPSVD c AGCWD d RHEDCT e ACESA f HCTLS g PSO h
PROPOSED

Figure 12 shows the result for Truck image. For this Figure we can observe that images
generated by DCTPSVD, ACSEA, HCTLS and PSO are almost similar. These images are
enhanced but are not very smooth. AGCWD again resulted in saturation artefact. RHEDCT
enhanced the image well but proposed method generated more clear and smooth image.

Similarly Figs. 13 and 14 can also be analysed.

5.3 Noise estimation

Together with the qualitative and quantitative analysis of the images we also did the noise
estimation [10] of the images. Figure 15 shows the noise analysis bar graph for the different

Fig. 13 Aircraft image: a ORIGINAL b DCTPSVD c AGCWD d RHEDCT e ACESA f HCTLS g PSO h
PROPOSED
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Fig. 14 Surface image: a ORIGINAL b DCTPSVD c AGCWD d RHEDCT e ACESA f HCTLS g PSO h
PROPOSED

methods. As we can observe from the graph that for Figs. 10, 11, 12 and 13 the proposed
method has the least noise generated in the enhanced image. For Fig. 7 PSO provided the
least noise, for Figs. 8 and 9 HCTLS provided the least noise and for Fig. 14 PSO provided
the least noise. Hence, we can say that proposed method provides best visual quality of an
image while maintaining the noise input level in the image.

5.4 Enhancement of general images

Our proposed technique can also work very well for general standard test images. Figure 16
shows the result for two test images obtained from Computer vision group (CVG-UGR)
database. Both the images contrast has enhanced very well as can be seen from the figure.

Fig. 15 Noise estimation with different methods
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Fig. 16 Enhancement results: a Original Einstein image b Enhanced by proposed method c Original Cell
image d Enhanced by proposed method

6 Conclusion

A new and efficient technique for remote sensing image enhancement is proposed in this
paper. Adaptive gamma correction has been deployed for the global enhancement of the
image and than the high frequency coefficients of the DCT transformation are modified in
order to magnify the minute details of the previously enhanced image. Proposed method
when compared to other state of the art papers visually resulted in superior quality of
images. Quantitative assessment with the metrics like entropy, EME, NIQE and UEhist also
proved the supremacy of the proposed method. The computation complexity of the pro-
posed algorithm is also much less as compared to other methods which makes it suitable to
be used in real time applications.
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