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Abstract

Matrix coding based data hiding (MCDH) using linear codes (syndrome coding) is an effi-
cient coding method for steganographic schemes to improve their embedding efficiency.
Hamming code data hiding (HDH) is a well-known MCDH using a covering function
COV(l,n = 2F — 1, k). Afterwards, Hamming+1 DH (HIDH) was proposed with good
embedding efficiency. However, these two previous approaches, HDH and H1DH, are not
efficient for a large amount of messages. To tackle this problem, Yang et al.’s proposed
Hamming+k DH (HkDH), which enhance the extra one embedded bit in HIDH to k embed-
ded bits in the HKDH. In this paper, we extended the HkDH to the Hamming+k with m
overlapped pixels (Hk_mDH). The proposed Hk_mDH adopted pixel overlapping approach,
optimal pixel adjustment process (OPAP), and Least Significant Bit (LSB) substitution.
Experimental results demonstrate that our Hk_mDH has better embedding rate (ER) com-
pared with previous schemes. In addition, we have proved that our Hk_mDH has excellent
theoretical estimation of average mean square error.

Keywords Data hiding - Steganography - Hamming code - LSB - OPAP

1 Introduction

Data hiding (DH) is a technique of embedding secret data in an innocuous cover media such
as image, audio, or text, and meanwhile may maintain the quality of cover media. For DH
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schemes, the cover media should not be improperly degraded, and the embedded data should
not be recognized by the human visual system. That is, even if a cover image includes a lot
of message, its existence should not be detected by the observer [1, 8, 16]. But in reality,
most stego images may be detected by statistical analysis [12, 14]. To avoid the detection
of steganalysis, we should reduce the number of modified pixels for embedding a message,
such that these modifications will not seriously change the original features of the cover
image.

The method of least significant (LSB) substitution is one of DH schemes. The technique
of LSB replacement was widely researched in DH fields as well as achieving high embed-
ding capacity is a merit of it [11, 20]. The LSB approach is easy and simple, but it has a
critical issue that there is a statistical difference between modified and unmodified pixels in
stego image. It is possible for MCDH to scatter secret message embedded in stego image to
address this difference.

Unlike the naive LSB approache, the optimal pixels adjustment process (OPAP) [3] is
widely used for achieving imperceptibility, because OPAP significantly improves peak sig-
nal to noise ratio (PSNR) of simple LSB. Recently, Yang et al. [15] also adopted LSB and
OPAP to improve the visual quality of a cover image which was generated by neighbor
mean interpolation.

For MCDH adopting covering function C OV (r, n, k), it had been possible to improve
embedding efficiency by decreasing the number of changes [4]. F5 algorithm [13] is a kind
of MCDH using HC (n, n — k) Hamming code with minimum Hamming distance dpin, = 3
with COV(1,n = 2K — 1,k) [2]. Zhang and Wang [19] introduced exploit modification
direction (EMD), which is ternary HC for fully exploiting LSBs. Fridrich et al. [6] also
proposed a simple one-dimensional ternary code suitable for embedding large payloads.
Previously MCDHs are based on the cover coding like Hamming code, Golay code, BCH
and code [17, 18]. For instance, the Hamming+1 DH (H1DH) [18] used OPAP to improve
stego image quality. The high capacity of information hiding (HCIH) [21] was introduced
for high ER using HIDH and LSB replacement.

Kim and Yang [10] introduced a scheme to improve embedding capacity by overlapping
two consecutive blocks based on HC(7, 4) DH (HDH). That is, it is possible to embed 6
bits in 11 pixels (note: 7 4+ 7 — 3 = 11). But, for exploitation of the overlapped pixels, they
only simply used second LSB. Recently, Kim et al. [9] proposed a Hamming+k data hiding
(HkDH) scheme to hide 2k bits in a block with overlapped LSB and 2LSB using matrix
encoding by adding or subtracting by two. These coarse approaches will lead to reducing
somewhat the quality of cover image.

To tackle this problem, we extend this pixel overlapping approach on HkDH with m
overlapped pixels (referred to as Hk_mDH) in this paper. We use the syndrome function of
HC and OPAP simultaneously of overlapped pixels. The proposed Hk_mDH may conceal 2k
secret bits to (21 — 1 —m) pixels, by changing two LSBs in a block with large probability,
and at most no more than 3 modifications.

The rest of this paper is organized as follows. Section 2 briefly reviews Hamming code,
HDH, and Kim and Yang’s DH, and HkDH. In Section 3, we present Hk_mDH. In addition,
some theoretical analyses are given. In Section 4, the proposed Hk_mDH is tested using
some images. A comparison with the HDH, H1DH, HCIH, Kim and Yang’s DH, and HxDH
is also provided. Finally, this paper concludes in Section 5.
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2 Related works
2.1 Hamming code

We first introduce a few basic concepts of Hamming code theory for cover coding. Ham-
ming code HC(n, n — k) of dmin = 3 is a single error correction linear block code with,
where k is the number of parity bits and (n — k) is the number of information bits. Let
denotes the space of all n-bit column vectors y = (y!,...,y")7 . Lety € F(n = 2k 1)

be a codeword obtained from an information word x € Fg'—k) via a (n — k) x n generator
matrix G, where y = x-G. Suppose that His a k x n parity matrix with G-HT = [0](u—k)xk-
Forany y € [}, the vector § = Hy € IFIE is called the syndrome of y. For each syndrome
S e I, the set C(S) = {y € F}|Hy = S} is called a coset. We can figure out a one-bit
error pattern to correctly decode the codeword with one-bit error. Suppose that the received
codeword is y with an error pattern e = (y & y).
The position of e can be obtained from (1).

$-H =(e@®y)-H =e-H' +y-HT
(cfy=@x-G)-H' =0) ey
=e-H +0=¢-HT

For example, the parity check matrix H of HC(7, 4) code is shown in (2).

0001111
H=(0110011 2)
1010101

Suppose that there is one error bit occurred in y (say the 6-th bit from left), i.e., e =
(e1, €2, ..., e7) = (0000010). The syndrome S = (110) is extracted. It means that the error
position is the 6-th from left. In order to embed message bits in each subset by making at
most one embedding change, we divide the cover image into N /n subsets, each consisting
of n pixels, where n is the length of the code. Given that a codeword with code length n, an
error can occur in any of the n positions or no error has occurred. Thus, we have 28 > n + 1
for (n, k) code. If this bound is achieved with equality, n = 2% — 1, then the code is a perfect
code. Every binary HC is a perfect code.

The decoding procedure for HC is demonstrated as follows.

Step 1:  Compute the syndrome S(3) = b()-HT, where b(i) = i mod 2 and 3 is received
codeword.

Step 2:  Find the error pattern e from the syndrome.

Step 3:  Modify the cover object so that y = ($ @ e), and then decode x = y - G~

2.2 HDH scheme

For simplicity, we adopt HC (7, 4) to describe HDH. This HDH may hide 3 secret bits
§ for in 7 cover bits by using the covering function COV (1, 7, 3). For pixel-domain DH,
these 7 cover bits are selected from 7 LSBs of 7 pixels. For embedding procedure, we have
to know the error e in between § and the syndrome, i.e., S’ = (S @ §). The number of
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cosets on HC (7,4) is eight and it is possible to embed § through the changing one bit in all
codewords in other cosets. For COV (1, n, k), the codewords have the length n = 2k 1,
change density is d = 1/2F, ER is ¢ = k/n = k/(2F — 1), and embedding efficiency is
EE = ¢/d = (2/(2¥ — 1)) - k. That is, the embedding efficiency is defined as the expected
number of bits embedded per one embedding change.

2.3 Kim and Yang’s DH scheme

Kim and Yang’s DH is a scheme based on HC(7,4) with 3 overlapped pixels in 11 consecu-
tive pixels. In this case, it is possible to embed 6 secret bits into 11 pixels (i.e., 74+7—3 = 11)
(x1,...,Xx11), as shown in Fig. 1. That is, one 11-pixel block is regarded as two HDHs using
HC(7, 4) with 3 overlapped pixels. The first 3 secret bits (81, §2, §3) are embedded into the
LSBs (¢, - - - , ¢7) of the first 7 pixels (xy, - - - , x7) in the block by COV (1, 7, 3) (see (3)),
where b(x;) = ¢; for 1 <i < 7 and the b(-) is a function to extract the 1st LSB of a pixel.
The other three secret bits (84, 85, 8¢) are embedded into 7 bits (c/1 e, C/7) by COV(1,7,3)

(see (4)). These 7 bits (c}, - - - , ¢;) will be constructed from ¢; = b(|x;14/2]),1 <i <3
and Cl/- =b(xj4a),4 <i <.
(1,82.83)" =H - (c1,....en" = H-(b(x1), ... b(x1))" 3)

{ (84’ 657 86)T =H- (C/ls e !C’/7)T (4)

=H- (b(LxS/zJ)v ] b(l_-x7/2_])a b(XS)v ] b()C]]))T
2.4 HkDH scheme

In HkDH, the number of overlapping pixels was set to 2K — 1 and it was possible to embed
2k bits (81, - -+ , 82¢) in a block composed of 2¥ — 1 pixels by exploiting 2LSB and LSB.
For k = 3, HkKDH is based on HC (7,4), which is the same as Kim and Yang’s DH but
uses seven overlapping pixels. Moreover, the quality of a stego image was maintained by
using manipulation skill of OPAP and HC. HkDH is briefly described as follows. The first
k secret bits are embedded into the XOR-ed result of the 1st LSB and 2nd LSB of all the
2K — 1 pixel values using the syndrome of HC, and the other k bits are embedded with the
2nd LSB using HC. When compared with HDH, HIDH, and HCIH, the capacity of HKDH
is improved, and meanwhile the PSNR is not seriously degraded.

(a) (7,4) HC
LSB
. — Y
T (&) (e T, Cs Cs Cy
X1 X2 | X3 X4 X5 || X6 X7 Xg X9 X10 | X
' ' ' ' ' ' 1
c C C3 Cy Cs Cs Cq
2LSB LSB

(b) (7,4) HC

Fig.1 A block with three overlapped pixels for Kim and Yang’s DH
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Embedding algorithm of HkDH

Step 1:  Read 1-block and generate a codeword, C; € F%k_l, by performing an XOR
operation between the 1st LSB and 2nd LSB with a sequence of pixels (x1, ..., Xpk_;)
using (5),

2k—1 .
=3 (|2 ) o]
1=

Step 2: Compute the syndrome S; (see (6) with the C; using parity check matrix H.
Compute a new syndrome as S| = S| @ 8K, in which § is secret bits. If Sy # 0, {if
(LSB(xsi )=([00] or [10])), Xs; + 1, else Xsr = 1.}

Sy = ([H - CT1mod 2)” (6)

Step 3:  Compute a syndrome Sp with only the second LSB, C; (see (7), of the x using
(8). If (85 # 0), {if (LSB(xSé)=([OO] or [10])), X, — 1, else xs, + 1.}

k

S [ ()

i=

Sy = ([H - CT1mod 2)7 ®)

3 The proposed Hamming+k scheme with m overlapped pixels

In Kim and Yang’s DH using HC(7, 4), one modified bit of (c’l, 0’2, c’3) causes a mean square
error 22 = 4 because these three bits (¢}, ¢5, ) are the 2nd LSB of the pixels (x5, x6, x7).
This degrades the stego image quality seriously. To solve the problem, we extend this pixel
overlapping approach and adopt OPAP and LSB simultaneously to reduce the average mean
square error. In fact, the proposed Hk_mDH is an extension of HKDH, which use m over-
lapped pixels, where 0 < m < k. In fact, our scheme is the HDH for m = 0, and the HtDH
form = k.

3.1 Design concept

We introduce design concept about the proposed Hk_mDH using COV (1,2X — 1, k). The
Hk_mDH embeds k secret bits (8’1‘) into the first (2k — 1) pixels using COV (1, 2k _1,k) and
then embeds the other k secret bits (Siil) into the last (2X — 1) pixels. The size of one block
is 21 —m — 2 and the block is composed of pixels (x1, . . ., Xsi+1_,,_,) With m overlapped
pixels in our DH. With the pixel overlapping approach, one stego block is divided into two
7-pixel subblocks. The first @k -1 pixels are composed of (x1, ..., xpc_1), and the last 7
pixels are (xpt_,, ..., Xpkti_,,_5). As shown in (9) and (10), the secret bits (5}) and (575 |)
are, respectively, embedded in the block.

G1r.. 8T =H - (b(x1), ..., bk _py_1)s
{ b(xy_,) ® b (LWT%J) s by @b (szkz,l J))

{ Sttty - 8)T =H - (b(Vsz”"D ,...,b(LXZkZ*‘D, (10)

b(xXk), .y Btk _pp_2))

€))
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Here, the design concept (Fig. 2) of Hk_mDH are briefly described using (9) and (10).
For one cover block, the first k secret bits are embedded into the 7-bits acquired from the
right hand side (RHS), (cz), of (9) and then the other k secret bits are embedded the other
7-bits obtained from RHS, (CZ’), of (10). The overlapped pixels in (9) and (10) are to be
XOR-ed of 1st LSB and 2nd LSB, respectively.

The proposed method applies the different procedure to each of the following three cases:

Case 1 When S| and S ((9) and (10)) are different values, the two formula apply to only
1st LSBs of the blocks. In this case, OPAP is not necessary (see Fig. 3a).

Case 2 When (57 and $?) € {5, 6, 7}, i.e., S| # S, the optimization method by OPAP and
LSB is required (see Fig. 3b).

Case 3 When S| = S, perform x; £ 1 where i(= 8...11) is randomly selected in Fig. 3c.
After then, S> may point to non-overlapped pixels. Afterward, apply HC to the pixel pointed
by $>.

The proposed method leads to a mean square error (i.e., 22 = 4) if the collision of two
syndromes happens (e.g., when S; = S,). In this case, the method of (Case 3) may remove
the cause of the error.

For example, given a pixel x with grayscale value 244 (11110100), the XOR-ed value
of 1st LSB and 2nd LSBis 0 ® 0 = 0. If x’ = x — 1, then x’ = 243 (11110011) and the
2nd LSB is changed from “0” to “1”, and but the XOR-ed value of 1st LSB and 2nd LSB is
unchanged, because of 0 0 = 1@ 1. Thus, the changed value is only 1. When the changed
pixels in (9) and (10) are within the same overlapped pixel, we should change the modified
position to other two positions in (10) so that the mean square error will be reduced.

Example 1 Consider an example that we embed the first k secret bits by (9), and modify the
LSB in one overlapped pixel from x = 10 = (00001010); to x" = 11 = (00001011)5. In

Sl = H'[017027"'7C7]

LSB x+l 15t@2" LSB OPAP

A A
r N O N
Cq Cy C3 Cy Cs Ce C
Xy X2 X3 X4 Xs X6 || X7 m Xg | Xo X190 | X711
L 3 R cy ch s 1,
N~ g
2L.SB OPAP LSB xlil
SZ [CI:CZ, C7] Xg!
If (S, (x)=S,(x,) & i={5,6,7}), 82 2* {8 9,10,11}
I—I
(b) HC (7.4)

Fig.2 A conceptual diagram of the proposed Ht_mDH, m=3
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S
L 517 P

c, ¢ 3 ) Ccs Cy O

@ X1 | Xo | X3 | X4 [ X5 [ X6 [ X7 || xg | X9 | X10| Xy

¢l ¢ cy ¢ ¢t
$17S,
A
c, ¢ Gy ca "es ¢y cp)
G| X1 | X2 | X3 | X4 [ X5 || X6 || X7 || Xg | Xo | X10 | Xpy
cl ¢ cy ¢t ¢t
$1= 8,

xx1, where i = 8...11
€1 ) C3 Cq r Cs Ce C7\ Move to randomly selected positions

© | X1 | X2 | X3 | X3 || X5 || X6 || X7 || x5 | X9 | X10 | X3

cl ¢ cy ¢ ¢t o

Fig.3 Sketchy diagram for the proposed concept (assuming m = 3)

this case, if the modification position in (10) is the same, x” = 12 = (00001100), by OPAP.
Thus, the difference value, |x — x”| is “2” and mean square is 2> = 4. But, if the modified
position moves to other two position, the mean square error is reduced from 22 = 4 to
(12 4 12) = 2. Through the procedure of this optimization process, it will be able to reduce
a lot of errors that may happen when we hide messages by using Hk_mDH.

In the final analysis, it is certain that modifying two 1st LSBs may obtain good PSNR
than modifying one 2nd LSB theoretically. Assume that the k-tuple secret § is embedded by
8§ =y -HT, where y’ is changing one bit (or no change) in the (2% — 1)-tuple y, where § =
y-HT. Suppose that § = (S| @ 5,), and then we have S = (S1 ®S>) = (y1- HT @ y»-HT),
where y; and y, are two (2 — 1)-tuples via changing one bit in y, respectively. Finally, we
may embed k bits by changing two positions in one block.

3.2 Embedding procedure

For brief explanation, we here assume that k = 3 (i.e., by COV (1,7, 3) covering function)
and m = 3 for the proposed Hk_mDH, which can embed 6 secret bits into 11 cover pixels.
Moreover, the extraction procedure is just a reverse procedure of the embedding procedure,
so we skip the extraction procedure. The detailed procedure of the embedding is as follow.

Step 1:  Read the next one block (2! — m — 2) bits x from the cover object and generate
a codeword, p € F2 ="' by (11).

p= (b6, by, (bGxs) @ b (L%SJ)) s (b @b (L%J))) (11

Step 2:  Calculate the syndrome S| = H - pT and S{ =51 ® (5]3).
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Step3: If(S] < (T—m+1)—1), (x5, else if (§] € {7—m +1,...,7}), when
(LSB(xsi) = ([00]or[10])) s Xy + 1 or when (LSB(xsi) = ([O1]or[11]) DXy = 1.

Step 4:  Generate another codeword, g € Isz_l by (12).

s (5 (2 )

Step 5:  Calculate the syndrome S, = H - ¢” and 5= (82).

Step 6: If (S} = S)),{(x;)%, where i = 8...11 and choose one from i}, else if
(S # S5, {If (S5 = 8), (xsé):lz, else if (S, € {T—m +1,...,7}), when (LSB(xsé) =
([00or[10])) : Xy — 1 and when (LSB(xSé) = ([O1]or[11])) : Xs, + 1.}

Step 7:  Go to Step 1 until not end of block.

3.3 Theoretical estimation of average mean square error

The HDH has i, 0 or 1, where the LSBs need to be modified with probability (zki_l)/ 2k
over every 2¥ — 1 pixels. Obviously, the ER of HDH is ¢gpy = k/(2 — 1), and the

average mean square error of HDH AM SEppy is derived in (13). For k = 3, we have
ogpr = 3/7 =0.428 and AMSEypy = 1/8 = 0.125.

k_ k _
AMSEy — (02 x (2 ; 1>/2'< F12x (2 : 1)/2’<) J2t =1 =2ik (13)

The HIDH [18] extended from HDH may embed (k + 1) secret bits into 2 pixels. Thus,
the ER is ¢g1py = (k + 1)/2%. The AM S Eyipy is given as follows [18]. For k = 3, we
have p1pg =4/8 =0.5and AMSEyipu 1/8 —1/128 = 0.117.

@ x (g2 12 x (52 < 112)
+12 (2 —l)/zk)/zk 21k _ zzljﬁ

From the encoding algorithm of HXDH, it is observed that S| # S/ has three cases: (6)
and (8) hold with probability 1/2%*, one of these equations holds and the other does not with
the probability (2 — 1)/22, and neither equation holds but the positions of the changed
pixels are different with probability (2% — 1) - (2% —2)/22%. The case where neither equation
holds but the positions of the changed pixels are the same (i.e., S| = S5) has probability
k=1 /22k. Therefore, AM S Ey is directly derived from (15)

AMSEp, = (14)

(0% x 3 + 12 x S50 412 B0 4 (12 4 12)x
(@ =1 x @2k - 2)/22k))
AMSEHk = (Si;ésé)+(12+12+12)x((2 *'))(SI_S/)) (15)

k+1 2k

(227:1) zk 1 + 22k

For the proposed Hk_mDH, by using LSB and OPAP, we may embed these 2k secret bits
into (2kt1 —2—m) pixels with only two modifications (grayscale value differs with only one
like changing two LSBs) with large probability, and at most no more than 3 modifications.

The values of ¢ i_,» pg can be easily from (16). About the AMSE g, pa, if both equa-
tions (9) and (10) are satisafied, then the MSE is (0% x 1/2%), while the MSE will be
(12 x (2k — 1) /2% 4+ 1% x (2K — 1) /2%) for any one equation is satisfied (9) or (10). Consider
the cases one change in (9). The MSE is (12 + 1%) x (28 — 1)/2% x ((2¥ =1 —m)/(2F —
1)) x (2K —1)/2%) for the case that the change is in the first (2¥ — 1 — m) bits, and the MSE
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is (12 4 12) x 2k — 1)/2% x ((m/@2F — 1)) x (2K — 2)/2F) for the change is in the last
m bits. On the other hand, for the case two changes in the last m bits for (9), the MSE is
(12 + 124+ 1%) x (2K — 1)/2¥((m/2(2* — 1)) x 1/2%). Finally, the average AMSE yx_np s
is derived in (17). For k = 3 and m = 3, we have oy _nmpr = 6/(16 —2 — 3) = 0.545 and
AMSE i mpr = 0.256.

QHEmpH = 2k/(2X =D+ 2" = 1) —m)
k+1 (16)
=2k/(2 —2 —m)
AMSE i = {(0% x 1/2% 412 x (2F — 1)/2%F + 12 x (2F — 1)/2%%)
(note: both equations are satisfied, or any one equation satisfied)
+(12412) x (2K — 1) /2kx
one change in the first (2% — 1 — m) bits for (9) one change in the last m bits for (9)
(«zk —1-m)/@" = 1) x 2" - 1)/2") + ((m/(zk — 1) x (2* - 2)/2")
two changes in the last m bits for (9)
F2 4124 12) x (2% — 1)/2F x ((m/(Zk — 1) x 1/2k) /2% — 1)
={2x 2K = 1)/2%) + 2 x (2 = D% —m)/2%) + 3 x m/22K)} )2k — 1)
k_
— (2k+l +m/(2k _ 1))/(22k) — 2](1771 + m/(222k 1)
)

4 Experiment and comparison
4.1 Experimental results

We have proved by using the formula that Ht_mDH improves the performance of PSNR by
reducing AMSE meanwhile, retain the embedding payload. To verify the proposed theory,
we compare Hk_mDH with the previous scheme and prove the superiority of Hk_mDH as
a result of the comparison. To evaluate performance, we experiment on the stego image
quality for HDH (k = 3), HIDH (k = 3), HCIH (n = 7), Kim and Yang’s DH (k = 3 with
3 overlapped pixels), HKDH, and the proposed Hk_mDH (k = 3, m = 3) using MATLAB
with 512 x 512 original grayscale images [7] with cover images (see Fig. 4).

Generally, MSE (see (18)) and PSNR (see (19)) are widely used to measure the quality
of an image. The value of MSE is used to measure average the squared intensity differences
between a distorted image and reference image. If an image has a small MSE value, it has
a relatively good visual quality. PSNR describes the ratio of the maximum possible power
of a signal to the power of corrupting noise and is a clearly good instrument for evaluation
about the quality of an image as objectively. MSE measures the energy of the signal using
the L2 - norm, which is energy preserving. The MSE between two image x and y is

N
1
MSE(x,y) =~ 3 (i = y)? (18)
i=1
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(a) Baboon (b) Barbara (c) Boats

(g) Peppers 7 th) Tiffany (1) Zelda

Fig.4 Original images used in experiment.

The error signals, e; = x; — y;, denotes the difference between the original and distorted
signal. The MSE is usually expressed as the PSNR measure

2

L
PSNR = 10! _—, 19
08107 o (19)

where L is the dynamic range of allowable pixel intensities. For example, for an 8-bit per
pixel image, L = 28 — 1 = 255. The definition of capacity means how much information
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can be hidden in the cover image. That is to say, it refers to the amount of information.
This is used for important criteria about DH. For this reason, we tried to find algorithms to
increase their capacity without degrading stego image. (20) means the ratio of the number
of message bits (||d|]), to the total number of pixels.

ol
N x N

(20)

Table 1 demonstrates the comparison among HDH, HIDH, HCIH, Kim and Yang’s DH,
HkDH, and Hk_mDH, which are DH methods based on HC. It appears that each ERs of
them are 0.43, 0.5, 0.75, 0.54, 0.86, and 0.54, respectively. The ER of HCIH is higher than
HDH, H1DH, and Kim and Yang’s DH. The maximum ER of both HkDH and the proposed
Hk_mDH has the same. The Hk_mDH has good PSNR although the ER of Hk_mDH is
higher ER than that of HDH, HIDH, HCIH, and Kim and Yang’s DH.

HI1DH is the best in the aspect of quality, and HtDH and Hk_mDH could have the high-
est ER with maintaining good PSNR. Especially, Hc_mDH can trade PSNR for ER using
variable m. The two elements, PSNR and ERs, are the relation in inverse proportion to each
other. In addition, in the proposed Hk_mDH, we can trade AMSEnk_»pu for ¢ur_mpu by
selecting m. For example, we may have ¢yy_npna = 0.666 and AMSEn;_»pa = 0.261 for
k=3andm =5.

Figure 5 represents the comparison among original and stego images such as (a) original
(b) HDH, (c) H1DH, (d), HCIH, (e) Kim and Yang’s DH, (f) HkDH, and (g) Hk_mDH,
respectively. The PSNR of H1DH is the highest in this experiment and the difference of
PSNR between HIDH and Hk_mDH is about 1.43 PSNR. That is to say, it has only slight
eITOrS.

Table 2 shows performance comparisons according to control variable m (when m =
1, 3, 5, and 7). At this time, the proposed Hk_mDH has ERs 0.46, 0.54, 0.67, and 0.86,
respectively. We may adjust ER and PSNR by increasing/decreasing m. In the Hk_mDH,
the value of m may be decreased or increased according to user’s need. Users may embed a
large amount of messages by increasing the value of m.

Figure 6 demonstrates the comparison among stego images derived from Hk_mDH when
the variable m = 1...7. Since the stego images are originated by the optimized DH, it is
not easy to distinguish the original through the human visual system.

In Table 3, we measured PSNRs under the same condition (i.e., embedding capacity:
90000 random bits) using about Hamming-like schemes such as HDH, H1DH, HCIH, Kim
and Yang’s DH, HkDH, and Hk_mDH. Although the amount of embedding capacity is
the same for the same cover images, the PSNRs of stego images are different because the
embedding approaches (or algorithms) are different. In this experiment, Hk_mDH (when
COV(15,4)) had higher PSNRs than HDH, HCIH, Kim and Yang’s DH, and HkDH and
the PSNR of HIDH is slightly higher rather than Hk_mDH.

4.2 Steganlysis
Fridrich et al. [5] proposed a steganalysis based on statistical analysis with the object of

the detection of stego image. This method define two mappings: F; for 0 «<— 1,2 «—
3,...,254 < 255 and F_q for —1 «<— 0,1 «<— 2,...,255 «<— 256. When the
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(d) (e) ®

Fig. 5 Comparison of Lena images derived from various schemes: a original b HDH (57.16dB), ¢ HIDH
(57.44 dB), d HCIH (53.43 dB) e Kim and Yang’s DH (53.95 dB), f HkDH (53.63 dB), and g Hk_.mDH
(m = 3;56.01 dB)

LSB of cover image is different from the hidden bit, F is used. The method to measure the

smoothness of a group (x1, x2, ..., X,) is as follows:
n—1

FOnxa, o x) = Ixig — xil @1)
i=1

Table 2 Performance comparisons for various m variations

Images m=1,n=13 m=3n=11 m=5n=9 m=7n=17
PSNR %) PSNR @ PSNR @ PSNR @

Baboon 56.7699 0.46 55.9999 0.54 54.9586 0.67 53.6301 0.86
Barbara 56.7603 0.46 56.0026 0.54 54.9581 0.67 53.6402 0.86
Boats 56.7552 0.46 56.0022 0.54 54.9475 0.67 53.6451 0.86
Goldhill 56.7628 0.46 56.0066 0.54 54.9187 0.67 53.6481 0.86
Airplane 56.7849 0.46 56.0024 0.54 54.9399 0.67 53.6353 0.86
Lena 56.7579 0.46 56.0019 0.54 54.9413 0.67 53.6450 0.86
Peppers 56.7718 0.46 56.0121 0.54 54.9390 0.67 53.6447 0.86
Tiffany 56.7718 0.46 56.0024 0.54 54.9571 0.67 53.6569 0.86
Zelda 56.7706 0.46 55.9987 0.54 54.9385 0.67 53.6348 0.86
Average 56.7695 0.46 56.0032 0.54 54.9443 0.67 53.6422 0.86
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(2) (b)

(©) (d)

Fig.6 PSNRs of Lena images when m=1,3,5,7; a m=1 (56.75 dB), b m=3 (55.87 dB), ¢ m=5 (54.86 dB), d
m=7 (53.64 dB)

R, is referred to the ratio of blocks that f increases when Fp is applied to a part
of each block and S, is referred to the ratio of blocks when f is decreased. R_,, and
S_p are referred to ratio of blocks when F_; is applied to a part of each block. If cover
image does not embed secret data, F; and F_; may equally increase the f value of
blocks, i.e., R, & R_,, and S,, ~ S_,,. When secret bits are embedded, the difference
between R, and S,, decreases whereas the difference between R_,, and S_,, increase, i.e.,
R_,, —S_ > Ry — Sy Figure 7 shows the RS analysis results for a stego image Lena and
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Table 3 Performance comparison of proposed scheme and previous schemes (using 90000 embedding bits)

Images  HDH HI1DH HCIH Kim & Yang HkDH Hk_mDH
mn="7k=3) m=7k=3) n=7 Wm=7,k=3) m=T7k=3) n=15k=4)

dB dB dB dB dB dB
Baboon  58.1181 60.2399 56.8402 57.8956 57.6139 59.6822
Barbara  58.1161 60.2205 56.8220 57.8783 57.6251 59.6836
Boats 58.1181 60.2528 56.8193 57.8873 57.6295 59.6803
Goldhill ~ 58.1342 60.2361 56.8145 57.8964 57.5826 59.7000
Airplane  58.1102 60.2666 56.8258 57.8823 57.6180 59.6950
Lena 58.1370 60.2013 56.8365 57.8967 57.6008 59.6730
Peppers  58.1332 60.2302 56.8314 57.9062 57.6243 59.6900
Tiffany  58.1443 60.2709 56.8477 57.9517 57.6274 59.7188
Zelda 58.1271 60.2302 56.8428 57.8952 57.5954 59.6893
Average 58.1264 60.2387 56.8311 57.8988 57.6130 59.6902

the x-axis denotes the ER and the y-axis the rate of regular and singular pixel groups with
m = [0110] and —m =[O -1 -1 O]. From Fig. 7a, when LSB replacement is used simply,
the larger the payload, the greater the difference between (R_,, — S—,;) and (R,, — Sp).-
But, Fig. 7b shows that R,, =~ R_,, and S,, & S_,, hold when the payload is increased.
Therefore, it is apparent that our proposed scheme is secure against the RS detection
attack.

4.3 Performance evaluation

In the proposed Hk_mDH, m denotes the number of overlapped pixels. We can obtain
the higher ER by increasing the value of m. For example, our Hk_mDH by COV (1,7, 3)
covering function has ¢ux_npa = 6/14 and AMSExwk_npu = 0.252 form = 1.

On the other hand, we could obtain ¢yk_,py=6/7 and AMSEy,_npu = 0.265 form = 6.
Therefore, our Hk_mDH is possible to control stego image quality via the value of m. In
another application, if we want a high ER we may use Hk_mDH using COV (1, 7, 3) with
m = 7, which has a very high capacity of 6/7. Even for this case, the AMSE = 0.265 has a
PSNR of approximately 53.84 B.

In addition, we may control AMSE by choosing the value of k, on which the large
k decrease AMSE. Table 4 illustrates the ERs ¢pi_,pa and average mean square errors
AMSEni_mpn of the proposed Hk_mDH for various values of m.

Figure 8 represented the histograms of the original Lena image and the stego image of
the Hk_mDH. The bar chart and line plot are histograms of the original image and its mod-
ified image using Hk_mDH (when m = 3 and COV (1, 15, 4), andgp = 0.3), respectively.
This histogram only showed the frequency of the pixel values between 50 and 100 only to
highlight the two differences values clearly. Figure 8 shows that it is not easy to find clues
about the hidden secret message can be found with only the stego image. However, a blind
test may hardly find such differences.
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Fig. 7 Comparison of RS-diagrams between cover images produced by simple LSB-embedding DH and
Hk_mDH
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Table 4 Comparison of ¢ and AMSE for various values of m for the proposed Hk_mDH

cov(1,7,3) m=1 m=73 m=>5 m=7
PHk_nDH 6/13 6/11 6/9 6/7
AM S Eyk_mDH 0.252 0.256 0.261 0.265
cov(1,15,4) m=1 m=>5 m =10 m=15
PHk_mDH 8/29 8/25 8/20 8/15
AM S Eyk_mdH 0.125 0.126 0.127 0.128
cov(l,31,5) m=1 m=8 m=16 m =31
PHk_mDH 10/61 10/54 10/46 10/31
AM S Eyk_mbH 0.062 0.0062 0.063 0.063
COoV(1,63,6) m=1 m=18 m = 36 m =063
PHk_mDH 12/125 12/108 12/90 12/63
AM S Eyk_mbH 0.031 0.031 0.031 0.031
cov(,127,7) m=1 m =40 m = 80 m =127
PHk_mDH 14/253 14/214 14/174 14/127
AM S Eyk_mbdH 0.015 0.015 0.015 0.015
= —— Hk_mDH
2000/ /7 ) .
(AT
§1500 75 \? i
5 I AR
é 4 ﬁ%‘ T
= ol % @ ]
=1000 N o 6vza'maf
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Fig.8 Histogram of original Lena image (bars) and image modified using Hk_mDH (plots)

Gray level values
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5 Conclusion

In this paper, we introduced Matrix coding based data hiding (MCDH) methods. Generally,
the methods based on MCDH are superior in the aspect of efficiency. However, they are
not higher ER than that of simple LSB method. To solve these problems, we proposed an
optimization way to ER and image quality by OPAP and LSB. The proposed Hk_mDH
was designed to trade ER off against the stego image quality by using the value of m. This
property enabled that Hk_mDH can be used intended application for a specific purpose. For
example, it may be secure communication. That is, it is possible to increase m when the
size of the concealed data is large and to decrease m for the high PSNR. For example, if the
value of m is reduced to a minimum, it can be used for secure communication applications.
In the future, we will improve more performance both embedding capacity and PSNR for a
cover image by upgrading Hk_mDH.
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