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Abstract

High-Efficiency Video Coding (HEVC) is the new emerging video coding standard ofthe ITU-T
Video Coding Experts Group (VCEG) and the ISO/IEC Moving Picture Experts Group (MPEG).
The HEVC standard provides a significantimprovement in compression efficiency in comparison
with existing standards such as H264/AVC by means of greater complexity. In this paper we will
examine several HEVC optimizations based on image analysis to reduce its huge CPU, resource
and memory expensive encoding process. The proposed algorithms optimize the HEVC quad-
tree partitioning procedure, intra/inter prediction and mode decision by means of H264-based
methods and spatial and temporal homogeneity analysis which is directly applied to the original
video. The validation process of these approaches was conducted by taking into account the
human visual system (HVS). The adopted solution makes it possible to perform HEVC real time
encoding for HD sequences on a low cost processor with negligible quality loss. Moreover, the
frames pre-processing leverages the logic units and embedded hardware available on an Intel
GPU, so the execution time of these stages are negligible for the encoding processor.

Keywords HEVC - CU size decision - Spatial homogeneity - Temporal homogeneity - HVS
metrics - GPU - Mode decision - Intra prediction - Inter prediction - Texture analysis

1 Introduction

Nowadays, HEVC, aka H.265 [50, 51], is a cutting-edge technology that is attracting much
attention in the world of digital video compression. The next-generation HEVC/H.265 compres-
sion standard requires half the bitrate that the previous H.264 standard. However, it requires a big
computational effort, high power consumption and, consequently, a high economic cost to meet
the real time constraints of the high definition (HD) and ultra-high definition (UHD) television
resolutions. The HEVC video compression standard has been developed by the Joint
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Collaborative Team on Video Coding (JCT-VC), a cooperation among the ITU-T VCEG and
ISO/IEC MPEG organizations [50].

An HEVC block diagram is depicted in Fig. 1. The coding structure is very similar to that of
the H264 video compression standard architecture, but the new HEVC quad-tree coding block
partitioning scheme provides the capability of selecting the most appropriate size for the
prediction, coding and transform units. The input frame is subsequently divided into Coding
Tree Units (CTUs), which is a similar concept to the H264 macroblock, but instead of a fixed size
of 16 x 16 pixels, HEVC allows the use of a CTU size equal to 64 x 64, 32 x 32 or 16 x 16 pixels.

In the quad-tree partitioning procedure a CTU can be subdivided into square blocks known as
Coding Units (CUs). The CUs represent an image block which is configured to use the same
prediction mode (intra, inter or skip) and it is the first level of division in the quad-tree structure.
The quad-tree partitioning recursive splitting process starts from the CTU level and it finishes
when no further splitting is necessary or when the minimum CU size is reached. The quad-tree
subdivision allows the use of multiples CUs to adapt it to the content of the input video. The size of
a CU ranges from the CTU size to a minimum of 8 x § pixels [3].

The prediction units (PUs) define portions of the image sharing the same prediction informa-
tion. Intra PUs can only exploit spatial redundancy using the pixel’s neighbourhood by means of
DC prediction, planar prediction or 33 angular predictions [31, 50]. Inter PUs are predicted by
searching the motion ofthe current PU inrelation to the prior encoded frames. A motion estimation
process is required to define these motion parameters as well as an intra prediction decision
method to exploit both temporal and spatial redundancies. Figure 2 depicts the quad-tree
partitioning structure.

A detailed description of the HEVC standard may be found in our earlier papers [9, 11].

After a thorough review of the related literature, it is possible to conclude that regions
within the image which possess a homogeneous texture should not be split in order to maintain
the lowest Rate Distortion (RD) cost [15, 29, 32, 37, 49, 52, 53, 68, 70]. Henceforth, we refer
to these image areas as spatially homogeneous regions.
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Fig. 1 HEVC block diagram
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The same concept can be applied to static blocks and/or portions of the image in which the
motion characteristics are the same in order to reduce the workload of the HEVC encoding
process [14, 26, 4446, 56, 59]. Hereinafter, this kind of blocks shall be named temporally
homogeneous regions.

In this paper, in order to reduce HEVC encoder complexity, several optimizations are
proposed that are based on a previous image analysis aimed at identifying spatially and
temporally homogeneous regions. The vast majority of the operations are performed by the
embedded HW capabilities available on Intel GPUs for H264 encoding using the input frames
in a pre-encoding stage, unlike other works [19, 26, 29, 36, 4446, 56, 59] in which the image
analysis is executed at the CTU level. Since the operations are executed on dedicated
hardware, the logic units of the GPU are not used, so they are available for other tasks.

The proposed algorithms have been designed to reduce the execution time with an
imperceptible quality loss. The proposed optimizations have been performed in a real-time
encoder implementation using metrics based on human perception for the quality assessment,
unlike in the state-of-the-art methods where peak signal-to-noise ratio (PSNR) is the only
considered metric and a real-time environment is not employed.

The remainder of the paper is structured as follows. The related literature is outlined in
Section 2, and the proposal is discussed in Section 3. The metrics employed to characterize the
algorithm are outlined in Section 4. The results of the experiments and a detailed comparison
with state-of-the-art methods are presented in Section 5. Our conclusions and ideas for future
work are detailed in Section 6.

2 Related work

Because of the tremendous complexity [24, 31] inherent in the HEVC encoding process, the
latest works focusing on video compression center their interest on reducing the main
computationally demanding processes such as the quad-tree partitioning procedure and the
intra/inter mode decision algorithms. For this purpose several works study the RD cost and
prediction mode correlations between different depth levels and the spatial CU’s neighborhood
[28, 41, 48, 49]. This solution provides excellent results in single core executions but it could
introduce unnecessary waits in a multithreading system because of the dependency between
different CUs. Other approaches [28, 41, 69] are focused on reducing the encoder complexity
by analysing the RD and Hadamard costs. However, the RD cost calculation is a computa-
tionally demanding process, as every time this is performed, it requires transforms, quantiza-
tions, and a pseudo-CABAC [31].
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A fast splitting and pruning method is proposed in [5] using statistical parameters. The
solutions based on statistical procedures obtain exceptional results for the sequences under
study but they can cause big bitstream size increment when encoding sequences in which the
characteristics of the video content vary continuously, such as scene cuts.

Several works can be found in the literature that use gradient algorithms to detect spatially
homogeneous areas within an image [21, 25, 40, 53, 66, 68, 70]. For the same purpose, other
works use the variance [21, 32, 52], standard deviation [37], mean absolute deviation [49] or
the mean of absolute difference among pixels and the standard deviation of the variance
operating at the same time [29]. All of these metrics are very computationally expensive
operations.

Further to our comments above about the temporally homogeneous regions, different works
are focused on detecting this kind of areas to stop the quad-tree partitioning process when the
condition is meet in a CU. This is possible because the motion parameters in temporally
homogeneous regions are the same, so there is no need to divide them into sub-blocks [14, 46,
56, 59] using an adaptive partition size algorithm to characterize the fine movement [46]. In
order to conduct precise temporal homogeneity detection, a motion estimation search algo-
rithm is necessary [26, 44-46, 56, 59]. Due to the high computational complexity of the
motion estimation [2, 38], a graphics processing unit (GPU) working as co-processor can be an
ideal solution, thus offloading the CPU and saving power.

The works presented in [44, 45] employ the mean deviation of the motion vectors
obtained from temporally and spatially nearby macroblocks, but they ignore the motion
within every CU. Most of works conduct temporal homogeneity detection in the CTU loop
[26, 4446, 56, 59]. In our proposal the temporally homogeneous regions are categorized
using the input frames, and in this way dependencies among different processes are
avoided and thus the motion estimation can be easily mapped onto a co-processor in a
pre-encoding stage.

In our previous works, several optimized algorithms [7—11] were proposed to accelerate
the encoding process by implementing a fast method to decide the CU size leveraging the
spatially [7, 9—11] and temporally [8, 9] homogeneous regions. The detection of spatially
homogenous regions is based on the relationship between DC and AC coefficients [7,
9-11], and can easily coexist with other methods as the gradient-based algorithms [36]. On
the other hand, the temporal homogeneity analysis [8, 9] is based on a hardware H264
motion estimation practiced on the input frames. The main idea consists of halting the
quad-tree partitioning recursive process when the current block has been categorized as
spatially or temporally homogeneous by the analysis performed on the input frames. If this
happens, we interpret that there is no need to continue dividing because the sub-blocks will
produce similar decisions. Finally, it must be noted that intra CUs are only analysed for
spatial homogeneity, while inter CUs are studied for both spatial and temporal
homogeneities.

In contrast with other approaches [28, 41, 48], as the spatial homogeneity categorization is
directly executed on the input images, this approach is recommended for parallel
implementations as a result of its independency with neighboring CU blocks. For instance,
the work presented in [7] implemented such method on the X265 open source software [60],
which software is an H265/HEVC video encoder application library that allows HD real-time
encoding. The implementation of this software [60] is fast and computationally efficient as it
supports Wavefront Parallel Processing (WPP) [31] and frame parallelism by means of a
multithreaded implementation. The work presented in [10] proposed a CU size decision
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method based on spatial homogeneity analysis that was customized for lossless compression
mode [31]. This type of compression is commonly employed in certain medical applications
with the idea of avoiding the appearance of artifacts, which make it difficult to provide an
accurate diagnosis.

The temporal homogeneity-based optimization is presented in [8]. In this paper, the
classification of temporally homogeneous regions is implemented on an Intel GPU that
processes the input images. We leveraged the dedicated hardware of that GPU in order to
perform the motion estimation that allows identifying temporally homogeneous regions.
Consequently, the rest of resources, i.e. logic units, which compose the GPU are free for
being employed for other tasks. Nonetheless, the encoding is performed using the HEVC test
model HM v16.2 [31]. This software is typically employed for evaluating new techniques
within the HEVC standard [31], but it is a non-optimized software in the sense that it does not
have support for exploiting instruction level parallelism (ILP) in very long instruction word
(VLIW) architectures. HM does not support either multithreading or any kind of frame
parallelism, so encoding with this software requires a huge amount of time, thus making it
impossible to achieve real-time execution.

The temporal and spatial analyses were integrated in a unique system in [9], accomplishing
excellent outcomes, as can be noticed in the comparison developed in [9] with state-of-art
methods. However, in [9] the method was implemented on the HEVC test model HM v16.2
too. In [11] a new set of novel optimizations based on spatial homogeneity detection were
applied to intra and inter prediction mode decision algorithms within the HM v16.2 software.
Hence, all of the methods mentioned above, including most of our previous works [8—11],
were implemented on the HEVC test model. Because of the promising results achieved in [9,
11] with this software, our proposal is based on implementing the whole flow within a HEVC
encoder capable of supporting real time such as x265 [60]. We decided to use a
microprocessor-GPU environment to test our approach in real time conditions, but the
suggested ideas could easily be deployed in other encoders supporting real time regardless
of the target hardware (FPGA, DSP, etc).

In this new approach, we provide an extension to the work originally presented in [9, 11] by
implementing the previously proposed CU size [9, 11], inter partition [11] and intra prediction
[11] mode decision algorithms in a real-time HEVC encoder. Furthermore, the motion vector
map retrieved from the motion calculation employed for the temporal homogeneity classifi-
cation is used to conduct a new simplification which makes it possible to dynamically change
the range of the motion search window. Moreover, spatial homogeneity classification is
improved by means of a hardware H264 intra prediction mode decision which is also executed
on embedded hardware on Intel GPUs using the input frames. Due to the relation between the
intra prediction modes of both H264 and H265, the outcome of this process is employed for
diminishing the complexity of the HEVC decision. In order to simplify the HEVC intra/inter
mode decision, the costs derived from the H264 intra prediction mode decision and the H264
motion search are used in a novel early stop condition. Our scheme performs the operations on
GPU logic units and embedded hardware and then the processor performing the encoding is
offloaded.

On the other hand, the state-of-the-art methods perform the quality assessment by just using
PSNR. However, the encoding should leverage human perception when trying to optimize the
encoding process in order to achieve a better visual experience from the user’s perspective
[13]. In this paper, the quality assessment of the proposed optimizations has been performed
using metrics based on the human visual system (HVS).
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All in all, to the best of our knowledge there is no flow considering spatially and temporal
homogeneous regions and realizing such analyses on the input frames to offload the processor
by means of the GPU. Furthermore, a real-time implementation and HVS-based metrics are
utilized to verify the performance of our flow. Along this lines, the main contributions of this
paper are outlined below:

1. The detection of texturally homogeneous regions based on the input frames analysis,
which is run on the logic units of the GPU.

2. The detection of temporally homogeneous regions based on the input frames analysis,
employing the logic units and motion estimation hardware capabilities of the Intel GPU.

3. The application of fast methods for deciding the inter and intra CU size in texturally
homogeneous regions.

4. The application of fast methods for deciding the inter CU size and partition mode in
regions presenting temporal homogeneity.

5. The application of a fast method for deciding the intra mode in texturally homogeneous
regions.

6. The detection of spatially homogeneous regions in which there is a predominant spatial
direction, by means of the logic units and the H264 intra prediction hardware capabilities
of the Intel GPU.

7. The application of a fast method for deciding the intra mode in spatially homogeneous
regions by using information derived from the H264 intra prediction.

8. Adaptive search range based on temporal homogeneity detection.

9. A novel intra-inter decision based on the costs retrieved from the previous analyses.

10.  Quality assessment and threshold determination based on HVS considerations.
11. Real-time encoding implementation.

Although the flow is constructed on ideas published in our prior works, the points 6—11 are
completely novel. The points 1-5 leverage the algorithms described in [9, 11], but they have
been adapted to be run onto a GPU and thus enable a real-time encoding.

3 Proposed HEVC flow

In this section, an HEVC-compliant flow for the encoder is presented. The main objective is to
reduce the computational complexity implicit in the HEVC encoder. This flow is based on a
prior image analysis that determines that some regions that can be easily encoded. Lighter
HEVC decision methods will be employed on these areas. Hence, overall compression
execution time will be reduced. The proposed algorithms are implemented at the expense of
negligible bitstream increases and without noticeable quality losses. Figure 3 shows the
processes of the entire proposal which are executed on the GPU side. These processes are in
charge of the image analysis that provides the necessary data to conduct the proposed
simplifications within the CTU encoding loop. For every input frame, an H264 motion
estimation and an H264 intra prediction mode decision are applied to analyse the frame using
the GPU’s dedicated embedded hardware.

As can be seen in Fig. 3, once the execution of the H264 motion estimation and intra
prediction mode decision have concluded, the temporal and spatial homogeneity analyses of the
images are performed. It should be noted that both processes are applied to the input image, so
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Fig. 3 Processes executed on GPU side for the image analysis

they may be implemented independently or just integrated inside the CU encoding loop. Thus,
the algorithms that are responsible for spatially and temporally analysing the input images will
be implemented on a pre-processing device to offload the processor, which implements the
encoding loop. An independent loop working on entire frames reduces the number of waiting
stalls, thus enabling efficient communication between the co-processor and the host. In the
proposal, there is a one-frame delay between the pre-processing and the encoder, as the input
frames are evaluated previously to the encoder API call. Hence, the aforementioned problems
when communicating among the computer and the co-processor are eluded.

The flow diagram of the proposal that is run on the processor is depicted in Fig. 4. It should
be noted that the findings of this work are designated with numeric values. These numbers
belong to the subsections in which the proposed techniques are specified in detail. The novel
methods proposed in this new approach with respect to our previous works are surrounded by
an orange dashed line.

As Fig. 4 presents, if a CU is categorized as spatially homogeneous after consulting the
classification performed by the GPU, fast intra and inter prediction decision methods are
performed to diminish the complexity of the HEVC encoder. Besides, the subdivision hap-
pening during the CU size decision will be halted and consequently the following CTU will be
examined.

The CU can be classified as spatially homogeneous for two reasons. The first one is based
on detecting areas with homogenous texture and the second one is focused on the detection of
image areas in which there is a predominant spatial direction.

@ Springer



16008

Multimedia Tools and Applications (2020) 79:16001-16033

Host

Start
CTUidx =0

Spatially Homogeneous?
(DCratio > DCri )

CTUidx

End of Frame?

Number of CTUs

341 35 33
—————————— S R T T
1 1 Next CTU
Check Modes Evaluation
] Check2NxoN [ Evalw
0,1,10,26 and MPM | | | ek SR I CTUidx ++
I I
,,,,,,,,,, s oy S | EN | O |
FAST INTRA PREDICTION FAST INTER
PREDICTION

FAST INTRA AND INTER

CU SIZE DECISION

Original
Inter Predicion

Fig. 4 Execution flow of the entire proposal

35
r 777777777 1
Spatially Homogeneous? ves Check Best H264 Mode, | |1 [
(Is there a predominant Six Adjacent Modes, DC Check 2Nx2N ]
N)anal dlrectlon") and Planar [ |
A e i
\K'“ FAST INTRA PREDICTION EASTTNTER
PREDICTION
Original
Intra Predicion
SADH264inter >
SADH264intra X THsan
35
********** 1
|
Check 2NX2N | Fast Motion
eck £Rx } Estimation
,,,,,,,,,, I
FAST INTER ADAPTIVE MOTION
PREDICTION ESTIMATION
SEARCH

If SADuosdinter > SADpogsintra X THsap, inter prediction is not evaluated in our proposal by
skipping the motion search and other computationally expensive processes. The temporal
homogeneity is analysed when the previous condition is not met, that is, the CU is not
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classified as spatially homogeneous and an inter slice is being processed. In case that the CU
belongs to a static region or the blocks within the CU possess close motion characteristics, the
algorithm will categorize the CU as temporally homogeneous. Thus, the CU will not be split
into minor blocks. Moreover, if a CU is categorized as temporally homogeneous, there are two
important consequences: firstly, the number of inter partition modes to be evaluated is
diminished, and secondly, the motion estimation search window size is dynamically changed
to the type of motion which the video sequence possesses.

On the contrary, if the CU is not considered as temporally or spatially homogeneous, then
the original prediction methods are applied.

Meanwhile the depth value is 3, the ongoing CU size is 8 x 8, thus the 4 x 4 sub-division is
permitted. The 4 x 4 loop depicted in Fig. 4 is exclusively applied to 4 x 4 prediction units. If
the 4 x 4 loop finishes, a new CTU can be analysed and also the CTU counter is increased.
When all the CTUs within a frame have been processed, the whole flow shown in Fig. 4 ends
and the next frame can be encoded.

3.1 Motion homogeneity analysis

In our previous works [8, 9], an 8 x 8 motion estimation algorithm is applied to the input
frames employing Intel’s advanced motion estimation extension for OpenCL [16, 23] for
temporally homogeneous region detection. The H264 motion estimation accelerator on Intel
GPUs [16, 17] will be responsible for executing this process. In this way, the functional units
within the GPU are free to be employed for other tasks. In order to conduct an accurate motion
estimation the hardware engine is configured to perform a motion estimation at 8 x 8 level
(four motion vector pairs per macroblock) by using quarter-pixel motion vector precision. The
Hadamard Tranform is applied to obtain the cost of the residuals. All the motion estimation
operations are performed in an exhaustive manner within a [+ 16, + 12] radius.

The outcome of this task releases an 8 x 8 motion vector map. Nevertheless, there are CU
sizes that are larger than 8 x 8, namely: 16 x 16, 32 x 32 and 64 x 64. For these larger sizes, the
8 X 8 motion vector map is obtained for all the 8 x 8 blocks within the CU, and then the mean
absolute deviation of the 8 x 8 motion vector maps is computed. In order to calculate this metric,
first the motion vectors medians inside the 8 X 8§ motion vector maps are found and then the
absolute deviations of these medians are calculated. Finally, the median of the absolute
deviations is computed. The mean absolute deviation for temporal homogeneity evaluation in
the x axis is described by Eq. 1. This metric is robust in terms of statistical dispersion measuring.

1
Hx = —
M

S abs (mvx(k, l)*%ZkMvax (k7 l)) (1)
In this equation, M represents the amount of blocks with size 8 x 8 that compose the current
CU. The value indicated by mvx(k,[) represents the horizontal component of the motion vector
associated to the 8 x 8 block identified by the coordinates (%, /) within a CU. The same process
will be performed regarding the y-component with the intention of calculating the temporal
homogeneity metric for the vertical motion direction (/y). Then, when Hx and Hy are below a
threshold 7H, then we infer that there is temporal homogeneity within the CU. Thus, it is not
required to divide the CU into smaller blocks to obtain the motion estimation. It must be noted
that this threshold 7H has been empirically found, as shown in the experiments section.
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Figure 5 illustrates an instance of motion vector map, which has been obtained after using the
aforementioned motion evaluation to the second frame of the fractor sequence. As can be seen in
this analysis, several areas have very similar motion vectors so they are temporally homogeneous
candidates. An example of a temporally homogeneous block is highlighted in blue in Fig. 5.
Analogously, a non-temporally homogeneous block is surrounded by a yellow box.

3.2 Spatial analysis
3.2.1 Texture homogeneity classification based on DC ratio

The first approach for the detection of a spatially homogenous region, aka. Smooth, is based on
the relationship between DC and AC coefficients, which has been used in our previous works
[7—11] to detect areas with homogeneous texture. These sets of coefficients are obtained after
applying a discrete cosine transform (DCT) within the video encoder. The main drawback of
this calculation in the frequency domain is its high computational cost. Nonetheless, frequency
and time domains can be used to represent the same signal according to the Parseval’s formula.
Thus, by employing the pixel domain it is possible to efficiently obtain the DC ratio (DCy) [9,
11]. In this way, if a block possesses a DC ratio over a threshold, then the block is considered
to be homogeneous. The threshold determination is explained in detail in [11].

The outcome of this stage of evaluation is a binary map of spatially homogeneous areas for
every analysed block size, namely: 64 x 64, 32 x 32, 16 x 16 and 8 x 8, where every position
within these maps describes whether a block with an associated size is spatially homogeneous
or not. Figure 6 shows the spatially homogeneous zones (dark green) for the snow mountain
sequence. Finally, it is worth mentioning that in this work the spatial homogeneity categori-
zation has been carried out by employing the logic units of a GPU.

3.2.2 Novel spatial homogeneity classification based on H264 intra prediction
As has been mentioned in the prior sections, gradient-based methods are typically employed

for identifying smooth regions [21, 25, 40, 53, 66, 68, 70], since this kind of algorithms
permits categorizing regions within a picture possessing a predominant direction. Thus, in

Temporally Homogeneous Block

Fig. 5 Motion map retrieved from the hardware engine for the second frame of the tractor sequence
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a b

Fig. 6 a Input frame, b Spatial homogeneity categorization

order to decrease the rate distortion (RD) cost, the blocks that show a spatially predominant
direction should not be further divided [15, 30, 36].

In the same way, most of the works related to the optimization of the intra prediction mode
decision process are based on gradient algorithms for both H264 [6] and HEVC encoders [20,
25, 36, 40, 67]. These works are based on the gradient angle and amplitude, which provide the
spatial correlation of the image block to estimate the intra prediction modes, as typically the
pixels along the direction of the local edge have the same value [36].

Therefore, we can deduce that it is possible to determine the predominant direction in an
area of the image by means of the selected intra prediction modes. For this purpose, in the
proposed approach, an H264 intra prediction algorithm is applied to every input frame using
Intel’s advanced motion estimation extension for OpenCL [16, 23]. As in the case of the
motion estimation mentioned for temporal homogeneity analysis, all the H264 intra prediction
calculations are performed by the embedded hardware available on Intel GPUs [16, 17]. The
H264 intra prediction within the hardware engine is configured by default to perform the
necessary computations to obtain the best-search prediction modes between adjacent macro-
blocks and associated residual values.

The output of this OpenCL extension is a set of the best H264 intra prediction modes for
every block size. Three block sizes are allowed in H264 for intra macroblocks, namely: 16 x
16, 8 x8 and 4 x 4. Thus, working at the macroblock level, one intra prediction mode is
provided for the 16 % 16 block size, four for 8 x 8 and sixteen in the case of the 4 x 4 block
size. Furthermore, the cost associated with every block size is obtained from the hardware
H264 intra prediction for every block size, so it is possible to infer what the best block size is,
i.e. the block size with the lowest cost. It is important to note that H264 employs a unique
block size for every macroblock, so all partitions within a macroblock are 8 x 8 or 4 X 4 if any
of these sizes are selected, unlike HEVC, where combinations of different block sizes are
allowed within a CTU.

In our proposal the cost of every block size is compared to obtain the best block size in the
macroblock using the logic units of the GPU after the finalization of the hardware H264 intra
prediction process. For the best block size, if all the partitions within the macroblock have the
same intra prediction mode then the macroblock is classified as spatially homogeneous since
there is a predominant direction within the macroblock.

In the HEVC encoding loop, a CU is categorized as spatially homogeneous if all the
macroblocks (blocks of 16 x 16 pixels) within the corresponding CU are categorized as
spatially homogeneous. In the case of CUi;,, =64 x 64, it is necessary to query eight 16 x 16
blocks, four when CUj;,, =32 x 32, and only one for CUy;,, =16 x 16. If CUy;,,=8 x 8,a CU is
categorized as spatially homogeneous if the best H264 block size is 8 X 8 and all the 4 x 4
blocks within the 8 x 8 block have the same intra prediction mode.
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Figure 7 shows an example of two CUs categorized as spatially homogeneous for CU;,, =
32 x 32. The CU at the top left corner was classified as spatially homogeneous because the best
H264 block size was 16 x 16 for the all the macroblocks within the 32 % 32 CU and also for all
of them the best intra prediction mode was the vertical mode. In the case of the CU at the
bottom right corner, the three 16 x 16 macroblocks showed the DC intra prediction mode as
the best mode, whereas the best block size for the fourth macroblock was 8 X 8. As can be seen
in Fig. 7, for this macroblock all the 4 x 4 blocks within the 8 x 8 blocks use DC as the best
intra prediction mode. Since the DC intra prediction mode was the choice for the three 16 x 16
macroblocks and the 8 x 8 macroblock, the corresponding 32 x 32 CU was thus classified as a
spatially homogeneous 32 x 32 block.

3.3 Fast CU size decision

If a block within a CU is categorized as spatially or temporally homogeneous at a given depth,
the subdivision process must be stopped because it does not make sense to continue, as the
subsequent blocks after partitioning would possess very similar features. In this way, it is
possible to accelerate the encoding process.

Finally, it should be noted that in inter CUs only the temporal homogeneity is studied,
whereas the spatial homogeneity is evaluated for both inter and intra CUs.

3.4 Intra mode decision
3.4.1 Intra mode decision for smooth blocks

Apart from the CU size decision, it is crucial to find a rapid mechanism in order to select the
intra prediction mode. For that purpose, it is important to diminish the number of intra
prediction modes evaluated in smooth regions while maintaining a high quality. This simpli-
fication is based on one of our previous works [11]. Taking as stimuli typical sequences, an
analysis of the most frequent modes for smooth regions was performed.

Figure 8 shows the histogram of the intra prediction modes at many QP values when using
smooth CUs (pedestrian sequence). After studying this chart, it is possible to conclude that the
most frequent modes are: mode 0 (planar), mode 1 (DC), mode 10 (horizontal) and mode 26
(vertical) regardless the QP value.

Fig. 7 An illustration of the H264

intra prediction modes obtained for
a CTU (64 x 64 pixels) ¢ — 16x16
T T / Macroblocks
= 8x8
T DC DC M | Macroblock
T <«—| DC | DC
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Fig. 8 Histogram of Intra prediction modes (pedestrian sequence) for different QP values

Apart from the aforementioned modes, the first most probable mode (MPM) [50] has been
incorporated with the list of feasible modes, just in case it has not been previously added. As
the analysis performed in [48] exposes, MPM has a mean probability close to 34% of
becoming the best mode. Hence, a maximum amount of 5 modes (DC, planar, horizontal,
vertical and MPM) are analysed per block.

Furthermore, since the regions labeled as smooth possess low complexity, the RDO cost
function is just negligible increased. Accordingly, only SATD-based costs are used.

3.4.2 Novel intra mode decision based on H264 intra prediction mode decision

In the previous section, an optimized intra prediction mode decision is applied to smooth
regions. In this section, a new improvement is suggested for determining the intra mode in
spatially homogeneous regions where a spatially predominant direction exists.

As mentioned in Section 3.2.1, the H264 intra prediction obtained from Intel’s ad-
vanced motion estimation extension for OpenCL provides the best intra prediction modes
for every H264 block size. HEVC intra prediction is quite similar to H264 since the
samples are predicted from the reconstructed neighboring pixels. The intra prediction
mode categories remain identical: DC, planar, vertical, horizontal and directional. How-
ever, HEVC specifies 33 directional modes in contrast to the 8 directional modes specified
by H.264. Figure 9 depicts how the H264 directional modes are a subset of the HEVC
directional modes.

In the proposed novel intra mode decision, if a CU is spatially homogeneous, then the
HEVC intra prediction mode decision is simplified by reducing from 33 to 7 the number of
evaluated directional prediction modes. This set of studied modes is then composed of the
first mode selected by the H264 intra prediction mode method, and the six closest HEVC
intra prediction modes, which are not available for the H264 standard. Moreover, the non-
directional modes (planar and DC) are always taken into account, making 9 modes overall.

Figure 9 shows the HEVC intra prediction modes which are included in the candidate list
for the proposed HEVC intra prediction mode decision algorithm when the best H264 intra
prediction mode is the vertical mode. In Fig. 9, the best H264 intra prediction mode is
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highlighted using a blue arrow. The surrounding six HEVC intra prediction modes, which are
highlighted in green color, are also added to the candidate list. Finally, the DC and planar
modes are included in the candidate list too.

3.5 Inter partition mode decision

The optimized inter prediction method is not only used for stopping the quad-tree
partitioning, but also used to diminish the complexity. This is done by decreasing the
number of allowed inter partition modes, which are shown in Fig. 2. In order to establish
this number, we use the algorithm proposed in our previous work [11]. In that work, after
conducting several statistical experiments the aforementioned number is reduced from
eight to one (2Nx2N partition mode) for spatially homogeneous regions. After running
several experiments based on the HM16.2 reference software, we concluded that the
probability of selecting the 2Nx2N mode is very high. Once this assumption was checked
after testing different sequences with several QPs, in this proposal only this mode has been
considered. Finally, it is important to note that the 2Nx2N mode also includes the 2Nx2N
SKIP mode.

3.6 Novel adaptive motion search window

When a CU is categorized as temporally homogeneous then the CU is a static region or it
is an area which possesses a similar movement. Equation 1 provides an approximation of
the kind of motion which the CU possesses, since all the partitions within the CU have
similar motion vectors when a CU is classified as temporally homogeneous. Consequently,
it is possible to determine whether or not the input video can be classified as a low or high
motion sequence using the median motion vector derived from the mean absolute devia-
tion equation. In our approach, the H264 motion vector median (MV,,,.4.,) obtained after
analysing the input image is used to establish the motion search window when a CU is
categorized as temporally homogeneous. Therefore, the motion search range will be
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Fig. 10 Adaptive motion
estimation search window
MV ymedian
(MVPx, MVPy)
- - .
MV Xmedian MV Xmediaf
MVYmedian

MV egian X MV eqian, centered at the motion vector predictor coordinates (MVPx, MVPy)
as can be seen in Fig. 10.

The motion vector predictors (MVPx and MVPy) are derived from the normative process
specified in [31] by referring to the motion parameters of neighboring PUs. The motion
estimation search process is the same as the one explained in [31] for the HM.16.2 software,
but a simplified RDO process is implemented. Basically, the input image is used instead of the
reconstructed image for the RDO cost calculation, which considerably reduces the motion
search complexity.

3.7 Novel early stop condition

The H264 motion estimation and intra prediction mode decision performed by the embedded
hardware provide the costs for the best H264 modes. The HEVC standard includes improved
prediction methods that obtain a better intra/inter mode decision, but the H264 results can be
used to implement an early stop condition to reduce the complexity of the HEVC intra/inter
mode decision algorithms. If the cost of an H264 intra macroblock is very high compared to
the H264 inter macroblock, it could be a good indication to skip inter prediction in the HEVC
because it is likely to finally decide that HEVC intra prediction is the best prediction. Then, if
SAD64inter > SAD s ginira X THsap, inter prediction is not evaluated in our proposal by
skipping the motion search and other computationally expensive processes. Since HEVC uses
64 x 64 and 32 x 32 coding units, which are not allowed in H264, the SAD costs for these CU
sizes are obtained by adding the SAD costs of the 16 x 16 blocks within the current CU.

As the case of the threshold TH described in Section 3.1, the THgyp value has been
empirically found and validated in the corresponding experimental section.

4 Metrics

Several metrics have been proposed to estimate the performance of our flow. The execu-
tion time of the algorithm will allow us to determine what improvement is provided by the
proposal in terms of speed. The quality assessment has been conducted by taking into

account the following metrics:
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—  Peak signal-to-noise ratio (PSNR). This is the most widespread metric for quality com-
parison. It is the ratio between the maximum power of a signal and the power of noise. It
does not take into the account the HVS.

— PSNR-HVSM [39]. This metric uses DCT coefficients and the JPEG quantization table to
integrate HVS characteristics into the PSNR. Moreover, a masking model is utilized to
emulate the HVS behavior.

—  Structural Similarity Index (SSIM) [55]. It is based on the assumption that HVS has
evolved to extract structural information. The frames to be compared are decomposed into
luminance, contrast and structure. Then, a paired comparison is conducted for every
component and a similarity measure is obtained by combining the results from the three
component comparisons.

—  Multi Scale SSIM (MS-SSIM) [57]. It is based on applying the SSIM metric to several
downscaled images. The final result is the weighted average of those SSIM values.

—  Three-Component Weighted Structural Similarity Index (3-Component SSIM Index,
3-SSIM) [27]. The image is divided into three types of regions: edges, textures and
smooth regions. The weighted average of the SSIM metric for those regions is the
final result.

—  Spatial-Temporal SSIM (ST-SSIM) [33]. This metric applies SSIM to motion-oriented
weighted windows to take into account temporal distortions.

—  Visual Information Fidelity (VIF/VIFP) [42]. VIF is a generalization of the Information
Fidelity Criterion (IFC) [43]. In IFC, the quality assessment is modeled as a transmission
channel. The mutual information between the input and the output of this channel
quantifies the information that HVS can perceive from the test image. VIF uses the same
IFC structure, rating the quality perceived by humans. It compares mutual information
between the output images of a transmission channel with a version of the same images
after adding distortion to the transmission channel. VIFP is a version of VIF working in
the pixel domain to reduce the computational complexity.

—  Video Quality Metric (VQM) [61]. This is a modified DCT-based video quality metric
based on Watson’s proposal [58].

It must be noted that all the metrics consider HVS but PSNR. Finally, as our purpose is to
compare with respect to an HEVC encoder without any modification, the differences with
respect to the baseline case have been computed in percentual terms. Equations 2, 3 and 4
describe these calculations. Equation 3 is applied for every quality metric, while egs. 2 and 4
are just employed for evaluating performance. When using these equations, a negative
magnitude then implies a decrease in any of these metrics. Furthermore, the Bjontegaard Delta
rate (BD-rate) [54] metric has also been used to compare the quality of the proposed
algorithms with respect to state-of-the-art methods.

. Proposal Time—Reference Time
AT = *100 2
ime (%) Reference Time 2)

Proposal Value—Reference Value

AQuality(%) = 100 (3)

Reference Value
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Proposal (bytes)—Reference (bytes)
Reference (bytes)

ABitstream (%) = *100 (4)

5 Experiments
5.1 Framework

Several sequences from xiph.org [65] and JCT-VT [4] have been used to test our proposal. As
has been mentioned above, the x265 software is used to test our approach in real-time
conditions. The rate control algorithm was enabled to dynamically adjust the quantization
parameter to achieve a target bitrate. The rate control is usually enabled in real-world
applications since this is the only way of ensuring a constant data rate in a video transmission.
Moreover, as all the methods mentioned in the literature section employ the HM software and
the common test conditions to obtain their results, we have also implemented our proposal in
HM to conduct a fair comparison.

The execution time is averaged after being measured three times for every sequence in
order to avoid the impact of possible external interferences when encoding [9, 11]. An Intel(R)
Core 17-6820@2.8GHz microprocessor has been used to perform the encoding of all the
sequences, while the embedded Intel HD Graphics 530 GPU has been utilized to perform the
temporal and spatial homogeneity analysis in combination with OpenCL v1.1 [22].

The quality metrics have been calculated using the MSU Video Quality Measurement Tool
[34] and VOMT: Video Quality Measurement Tool [35]. The former has been used to obtain
PSNR, SSIM, MS-SSIM, 3SSIM, ST-SSIM and VQM, whereas the VQMT tool provides
VIFP and PSNR-HVSM.

5.2 Homogeneity analysis

An analysis on temporal and spatial homogeneity has been carried out in this first experiment.
In order to perform the spatial homogeneity process using the logic units within the GPU, we
need 610 ps on average for 720p sequences and 1.32 ms for 1080p. On the other hand, using
the dedicated GPU hardware and some additional GPU logic units to analyse the output of the
H264-dedicated hardware, the motion estimation process and the intra prediction mode
decision take longer, as 8.1 ms and 17.4 ms are required for 720p and 1080p sequences,
respectively. Therefore, for 1080p25 sequences, which allocate 40 ms to encode every frame, it
is possible to execute two motion estimations at most.

5.2.1 Temporal homogeneity threshold adjustment

As mentioned above, the temporal homogeneity classification is based on our previous works
[8, 9], but in this paper the thresholds determination leverages HVS, which provides a further
improvement.

In order to study the efficiency of the approach, the Pareto curves [12] have been
constructed to compare quality and speed (in fps). In this test, the aforementioned temporal
homogeneity thresholds (7H, and TH,) have taken different values. The objective of this study
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is to find the configuration that provides the best execution time reduction/quality loss trade-
off. For this purpose, the values obtained from the proposed video quality metrics and the
associated encoding speed have been analysed using four bitrates: SMbps, 10Mbps, 15Mbps
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Fig. 11 (continued)

and 20Mbps. Figure 11 shows the values obtained for 10Mbps when using different thresh-
olds. It must be noted that this experiment is focused on the threshold adjustment for 10Mbps,
but a similar procedure has been followed to obtain the final thresholds for SMbps, 15Mbps
and 20Mbps. In Fig. 11, the best execution time reduction is obtained for the configuration that
provides the highest number of fps, whereas the lowest quality loss is obtained for the
configuration with the highest quality values, with the exception of the VQM metric, for
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Fig. 11 (continued)

which a lower value implies better quality. The results that are shown in the charts are the
average values obtained for these twelve HD sequences [65]: aspen, blue sky, crowd run,
ducks_take off, in_to_tree, park_joy, pedestrian, riverbed, rush_hour, snow_mountain, sun_-
flower and tractor.

The baseline configuration is the original version of the X265 software [60]. The rest of the
configurations are obtained by varying the values of 7H, and TH,. For instance, a TH, value
equal to 0.25 represents a quarter-pel horizontal movement, whereas 0.5 and 1 represent a half-
pel and full-pel movement, respectively, and analogously for TH, which is the threshold for
vertical motion vectors.

As can be observed, the baseline configuration provides the best quality, but at the expense
of a poor performance. On the other hand, the configurations delivering the best trade-off are
those belonging to the Pareto front. Table 1 summarizes the configurations that belong to the
Pareto front for each quality metric in the case of using 10Mbps. As can be seen in Table 1, it is
worth mentioning that the configurations 7H,=1/TH,=1 and TH,=1/TH,=0.25 belong to
the Pareto Front for all the quality metrics.

Figure 11 shows that the TH,=1/TH, =1 configuration provides a worse quality than
TH,=1/TH,=0.25 for several metrics. Therefore, TH, = 1/TH, = 0.25 is the best option for
this bitrate since this configuration provides an excellent trade-off. Figure 11 also shows
how the individual Pareto analysis for some metrics such as PSNR does not allow the
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Fig. 12 Texture classification after applying the proposal

discarding any configuration, since almost all the points belong to the Pareto front,
whereas others such as VQM or ST-SSIM make it easier to determine the dominant points.

5.3 Testing the whole flow
In this experiment, the whole flow shown in Fig. 4 is evaluated. In general, the areas presenting

spatial and temporal homogeneity have selected large blocks as preferred modes. As an
instance of this issue, Fig. 12 depicts the outcome of our CU size decision algorithm, which

Table 2 Results of our previous works in a real time environment

Sequence ATime A3SSIM AST-  AMSSIM AVQM APSNR APSNR  AVIFP ASSIM
(%) (%) SSIM (%) (%) (%) HVSM (%) (%)
(%) (%)
Aspen ~18.67  0.10 004 004 032 —003 —0.06 0.04 0.0l
1080p30
BlueSky -1937 005 0.6  —0.01 072 -0.15 —0.18 024 —0.02
1080p25
CrowdRun  —11.16 -0.12  —034  —0.02 038 014 018 028  —0.08
1080p30
DucksTakeOff —7.95 —0.06  —020  —0.02 020 -0.03  —0.04 -0.03  —0.04
1080p50
InToTree 2588 029  -136  —0.07 144 028  —044 -1.04  —0.26
1080p50
ParkJoy 2421 -0.16  -1.01  —0.05 085 —026 —034 -0.51  —0.13
1080p50
PedestrianArea —12.81 —0.01  —0.06  0.00 258  —003  —0.05 -0.07 0.0l
1080p25
Riverbed -8.06  0.00 000 0.3 001 000 000 0.00  0.00
1080p25
RushHour -920  0.00 0.00  0.00 006 000 000 0.00  0.00
1080p25
SnowMountain —34.84 -0.02  —037  0.00 077 -0.15  —0.04 021  —0.04
1080p25
Sunflower -1030 000 021  0.01 286  —001  —0.01 -0.01  0.00
1080p25
Tractor -11.77 003 006 000  —001 —0.05 —0.08 ~0.10  —0.01
1080p25
Average -16.19 005 031  —0.01 080 —0.09 —0.12 020  —0.05
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Table 3 Results for the entire proposal

Sequence ATime A3SSIM AST-  AMSSIM AVQM APSNR APSNR  AVIFP ASSIM

%) (%) SSIM (%) (%) (%) HVSM (%) (%)
(%) (%)

Aspen 2774 011 0.1  —0.14 012 —0.17  —026 -0.84  —0.09

1080p30

BlueSky -2751 007 021 —02 092  —037 —039 -13  —0.04

1080p25

CrowdRun ~ —1922 -023  —0.64 —0.08 051  —021 026 -1.98  —0.18

1080p30

DucksTakeOff —12.12 —0.08  —0.31  —0.03 034 024  —026 -0.04 —0.06

1080p50

InToTree -32.18 031  -1.86 —0.12 1.5 061 —0.79 -1.84  —0.30

1080p50

Parkloy 3411 -0.18  —132 0.1 099 039  —047 071 —0.16

1080p30

PedestrianArea —19.93 0.1 -1.19  -0.1 278 049  —051 097 —0.09

1080p25

Riverbed -1946 001  —0.11  0.00 076 022  —024 -0.03  —0.01

1080p25

RushHour -1633 -021  -1.01  —0.06 012  —039 040 004 0.2

1080p25

SnowMountain —42.92 —0.17  —0.77  —0.09 123 -021 —0.13 071 —0.17

1080p25

Sunflower -1784 012 -1.1  —0.07 316 —0.11  —0.12 -0.53  —0.13

1080p25

Tractor ~1599 009  —0.86  0.00 051  —007 —0.12 022 —0.07

1080p25

Average -2378 -0.14  —079  —0.08 108  —029 —033 077 —0.13

considers the analysis of spatially and temporally homogeneous regions, after being applied to
the second frame of the tractor sequence.

Table 2 shows the results when combining all the optimizations proposed in our previous
works [7-11] implemented in the X265 real time encoder in terms of execution time.

With the intention of reducing the size of Table 2, an average of the results for different
bitrate values is shown: SMbps, 10Mbps, 15Mbps and 20Mbps.

As can be seen in Table 2, the average quality losses are negligible. On the other
hand, the execution time is diminished by an amount that ranges from 7.95% to
34.84%, depending on the number of blocks categorized as temporally or spatially
homogeneous.

Table 3 shows the results for the entire proposal after combining the new set of novel
optimizations presented in this paper with our previous works. As mentioned above, these
optimizations consist of improved CU size decision algorithms, new intra and inter mode
decisions methods, a new early stop condition for the selection between inter and intra
prediction and a novel adaptive motion search window. As can be observed, the execution
time reduction ranges from 16% to 42.9% (23.8% on average), while providing a negligible
decrease in terms of quality. In order to complement this study, a subjective comparison has
been performed using the Mean Opinion Score (MOS), ITU-R BT.500 [18] for the worst
quality loss (2.78% for the pedestrian sequence, using the VQM metric), observing that this
loss is almost imperceptible.
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Table 5 Performance comparison with state-of-the-art methods for the low delay P configuration

Method Metric Class A Class B Class C Class D Average
[64] BD-Rate 2.04 2.05 2.15 1.56 1.95
AT —44.59 —47.04 -36.53 —32.14 —40.07
[47] BD-Rate 1.56 1.18 2.68 0.77 1.55
AT —42.73 —40.98 —34.90 —26.65 —36.31
[63] BD-Rate 2.06 2.94 1.73 1.47 2.05
AT —58.75 —62.90 —53.60 —52.85 —57.03
[1] BD-Rate 1.56 1.34 1.24 1.07 1.30
AT —37.25 —45.68 —34.35 —32.25 —37.38
[62] BD-Rate 1.50 1.97 1.61 2.08 1.79
AT —=50.70 —55.13 —45.53 —42.40 —48.44
[29] BD-Rate X 1 0.8 1.3 1.03
AT X -20.9 -18 -17.2 —-18.7
[69] BD-Rate X 0.7 1 0.8 0.83
AT X -15 -14 -13 -14
Proposal BD-Rate 1.3 1.41 1.09 1.34 1.28
AT —40.3 —47.52 —35.1 -37.6 —45.13

5.4 Performance comparison

In addition to the prior experiments, the proposed encoding flow shown in Fig. 4 is compared
with the state-of-the-art approaches. In order to do this, both the BD-rate [3] and ATime (AT)
have been measured after encoding with the HEVC test model HM16.2. The HM software is
still necessary to conduct a fair comparison because all the methods referred in Section 2,
including most of our previous works [8—11], were implemented on the HEVC test model. In
order to encode the sequences, the common test conditions suggested in [4] have been
employed. It must be noted that, following the recommendations by JCT-VT [4], on the one
hand the rate control algorithm has been disabled and, on the other, just four QP values (22, 27,
32 and 37) have been studied. Nevertheless, in order to provide a compact result, Tables 4 to 8
just show the average of the four encodings possessing different QP values.

The HM16.2 reference software provides the configuration files for encoding. Intra slices
are only applied in the all intra coding, so the temporal redundancy is not used. On the other
hand, in the low-delay P coding type only the opening frame in a video sequence is encoded as
an intra slice. The following frames are then encoded using P-slices, which only employ the
preceding slices in display order as reference.

Table 4 to 7 show the BD-Rate and the AT for every JCT-VT sequence class using the all
intra and low delay P configurations, respectively. Tables 4 and 5 contain the data regarding

Table 6 Performance comparison with our former works for the all intra configuration

Seq. 9] [11] Proposal
BD-Rate AT BD-Rate AT BD-Rate AT

Class A 0.37 -29.3 0.40 —41.3 0.53 —53.71
Class B 0.72 -30.1 0.82 —42.3 1.05 —52.82
Class C 0.49 -20.5 0.53 -33.5 0.88 —46.39
Class D 0.3 -19.7 0.30 -32.5 0.55 —44.13
Class E 0.67 —41 0.87 -53.1 1.16 —61.74
Average 0.51 —28.12 0.58 —40.5 0.83 -51.76
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Table 7 Performance comparison with our previous works for the low delay P configuration

Seq. 9] [11] Proposal

BD-Rate AT BD-Rate AT BD-Rate AT
Class A 1.23 -36.8 1.1 —26.79 1.3 —40.3
Class B 1.37 —46.62 1.14 —32.02 1.41 —47.52
Class C 1.07 —36.32 0.68 —21.68 1.09 -35.1
Class D 1.3 —37.18 0.58 —20.6 1.34 -37.6
Average 1.24 -39.23 0.87 —25.27 1.28 —45.13

state-of-the-art approaches, while Tables 6 and 7 show the improvement with respect to our
prior proposals [9, 11]. As Table 4 and 6 indicate, our flow clearly outperforms the algorithms
proposed in [48, 49] and [28] in terms of both BD-Rate and AT for all intra configuration. The
average execution time reduction is 51.8%. As observed in Tables 5 and 7, the proposal also
outperforms the methods proposed in [47, 64] and [1] for the low delay P configuration,
obtaining an average 45.1% execution time reduction. However, for remaining configura-
tions it is difficult to know which proposal is the best, since every method delivers a
different AT/BD-Rate trade-off. Hence, the Pareto fronts [12] have been constructed in
Figs. 13 and 14 to identify the best trade-offs for both all intra and low delay P
configurations, respectively. As it shown, the results provided by our flow always belong
to the Pareto front for both configurations. Therefore, we can conclude that our proposal is
an efficient flow. Table 8 includes a performance comparison between our approach and
the HM16.2 in terms of bitstream size and PSNR. As can be seen in the tables, the
proposed algorithms have considerably reduced the encoding time at the expense of a
negligible bitstream increase and without noticeable quality losses.

Table 8 Performance comparison with HM16.2 test model in terms of APSNR and ABitstream size

Class Sequences All Intra Low Delay P

APSNR (dB) ABitstream (%) APSNR (dB) ABitstream (%)

A Traffic —-0.01 0.37 —0.02 0.22
PeopleOnStreet —-0.03 0.08 —-0.03 0.69
B Kimono —-0.004 0.68 -0.01 0.43
ParkScene —0.02 0.21 —0.03 0.56
Cactus -0.03 0.64 -0.02 0.62
BasketballDrive —0.04 0.55 -0.03 0.61
BQTerrace -0.07 -0.7 —-0.02 0.50
C BasketBallDrill -0.04 0.69 —-0.06 0.72
BQMall -0.03 0.21 —-0.03 0.42
PartyScene —0.02 0.46 —-0.01 0.05
RaceHorses -0.01 0.92 -0.01 0.71
D BasketballPass —0.04 0.18 -0.04 0.41
BQSquare —0.06 0.04 -0.02 0.51
BlowingBubbles —0.14 0.02 —-0.007 1.07
RaceHorses —0.03 0.03 —0.04 1.59
E FourPeople —0.04 0.31 —-0.02 0.32
Johnny -0.03 0.66 -0.03 0.46
KristenAndSara —-0.06 043 -0.02 0.34
Average —0.04 0.32 —-0.03 0.57
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Fig. 13 Pareto analysis for the all intra configuration
6 Conclusion

In this paper, an HEVC-based encoding flow suited for real time is presented. The main
objective of the proposal is to decrease the inherent HEVC encoding complexity leveraging
both spatial and temporal homogeneity analyses, which are performed by a GPU directly on
the input frames, thus offloading the processor that is running the encoding process. The
motion calculation demanded for temporal homogeneity detection and the H264 intra predic-
tion mode decision used for spatial homogeneity detection are performed on dedicated
hardware belonging to an Intel GPU. In this way, the GPU logic units are not executing those
processes and then become accessible for other tasks as the analysis of the retrieved data as
well as the smooth analysis.

Thus, the outcome of this analysis is used to determine whether or not the proposed fast
versions of the HEVC methods can be applied, resulting in a fast encoder with a negligible
quality loss. These ideas have been implemented in a real-time software to verify that the
proposed approach can be deployed in a multithreaded system. The optimum thresholds for
temporal homogeneity detection and the adaptive motion search have been empirically
obtained after studying a wide range of quality metrics based on HVS. Finally, the proposal

25
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Fig. 14 Pareto analysis for the low-delay P configuration
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has been compared with state-of-the-art methods, always delivering one of the best trade-offs
in terms of BD-rate and execution time.

Future work will involve the evaluation of more fast algorithms for further complexity
reductions based on the data retrieved from the H264 dedicated hardware belonging to
Intel GPUs.
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