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Abstract
Considering the deficiencies in the existing emotional lexicons like too many manual inter-
ventions, lack of scalability and ignorance of dependency parsing in emotional computing, this
paper first uses Word2Vec, cosine word vector similarity calculation and SO-PMI algorithms
to build a public event-oriented Weibo emotional lexicon; then, it proposes a Weibo emotion
computing method based on dependency parsing and designs an emotion binary tree based on
dependency parsing, and dependency-based emotion calculation rules; and at last, through an
experiment, it shows that this emotional lexicon has a wider coverage and higher accuracy than
the existing ones, and it also performs a public opinion evolution analysis on an actual public
event and the empirical results show that the algorithm is feasible and effective.

Keywords Textual corpus . Big data . Lexicon construction . Sentiment computing . Public
emergency events

1 Introduction

The rapid rise and popularization of social media has a profound impact on the society today.
The emergence of the social media broadens the channels of communication and the people’s
vision. Sina Weibo, as an emerging technical platform for social communication and contact,
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has characteristics that are distinctively different from the past communication tools and plat-
forms. As an emerging multimedia platform, with its advantages, for example, being instant, user-
friendly to the grassroots, zero-access restriction, high interactivity, weak control and fission-style
mode of dissemination, Weibo has gradually become cybercitizens’ first choice to obtain infor-
mation and express their opinions [10, 14, 26]. Whenever a public event occurs, Internet users
would respond by commenting, reposting and giving likes to the news, which would quickly form
Internet public opinions. Internet public opinions are a collection of feelings, views and sugges-
tions expressed by Internet users in various cyberspaces on social events or problems [18]. After a
public event occurs, if the Internet users’ emotional tendency, emotion types and public opinion
evolution trend about the event can be analyzed and identified in a timely manner, the government
and enterprises will be able to choose the correct way to handle the event, put forward correct
emergency measures and improve the control efficiency of Internet public opinions [42].

In recent years, emotions expressed in social media messages have become a vivid research
topic due to their influence on the spread of misinformation and online radicalization over
online social networks [2, 4, 7]. Thus, it is important to correctly identify and classify emotions
in order to make inferences from social media messages [11, 15, 16, 19, 33, 34, 37]. Social
platforms such as Weibo provide platforms for emotion research, but they also pose great
challenges for the research on natural language processing [5, 22]. In the sentiment analysis of
Weibo’s corpus, the emotional lexicon used often cannot cover the commonly used Weibo
vocabulary, which makes it difficult to obtain good results in sentiment analysis. In addition,
when the existing supervised methods are used to analyze the highly sparse features extracted
by Weibo, the classification accuracy of emotion computing is quite low [31], and the
relationships between emotion sources and emotional words are not considered [29].

In order to solve the above drawbacks, this paper firstly constructs a Weibo emotional
lexicon with a wide coverage; then, by analyzing the dependency of Weibo text, it proposes a
Weibo emotion computing method based on dependency parsing and computes the emotional
tendency and intensity of a single post; finally, with an actual event as an example, it performs
emotional tendency computations and analyzes the evolutionary trend of public opinions.

The remainder of the paper is organized as follows: Section 2 introduces related works on
lexicons construction and sentiment classification. Section 3 introduces the main process of
lexicons construction. The conducted experiments and the results are discussed and analyzed
in in Section 4. Section 5 concludes the paper.

2 Literature review

2.1 Social emotional lexicons building

Intelligent sentiment analysis in texts has attracted considerable attention in recent years [2, 4,
7, 16, 34]. Most of the approaches developed to classify texts or sentences as positive or
negative rest on a very specific kind of language resource: emotional lexicons. These lexicons
contain words tagged with their affective valence (also called affective polarity or semantic
orientation) that indicates whether a word conveys a positive or a negative content. Traditional
construction of sentiment and emotion lexicons are based on machine learning approaches
where each term is represented with a binary label/polarity [23]. To build these resources,
several automatic techniques have been proposed. Some of them are based on dictionaries and
lexical databases [12, 13, 17, 33, 35, 39, 41].
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Kalamatianos et al., proposed and investigated the use of emotion lexicon-based methods as a
means of extracting emotion/sentiment information from social media. They examined the topic
of emotion analysis using a emotion lexicon, providing a benchmark dataset (manually rated by
two humans) together with baseline performance of several simple and efficient algorithms and a
New Greek Emotion Lexicon. But automated emotion results of research seem correlate to real
two rater’s emotion. At this point, their approach depend on humans manual emotion rating,
which impact the effectiveness and expansibility of emotion lexicon [13].

Kušen et al. used two methods to build an emotional lexicon: one was to use the marked
corpus to calculate the emotional polarity and intensity of words, and the other was to extent an
existing lexicon based on the corpus in the relevant field and by learning a classifier [17].

Wang et al. extended the commendatory and derogatory terms in the benchmark lexicon using
the pointwise mutual information method and used the semantic polarity algorithm to analyze
textual emotions [39].

Yang used a neural network language model to perform statistical training on large-scale
Chinese corpora, proposed a multi-dimensional emotional lexicon construction method based
on switch constraint sets and constructed a multi-dimensional Chinese emotional lexicon –
SentiRuc, which contained 10 emotion annotations and has achieved great effects [41]. Sun
et al. constructed a deep conditional random field model and used it in combination with the
web dictionary to identify the new emotional words and their emotional tendency. Experiments
showed that the model had an emotional recognition accuracy rate of 70% [35]. Jiang et al.
used the Word2Vec tool to extend the benchmark lexicon for the Weibo corpus through the
incremental learning method, and then generated the final emotional lexicon by applying the
HowNet lexicon and manual screening. Experiments showed that the lexicon-based sentiment
analysis method is better than the SVM-based one [12].

One of the main advantages of the corpora techniques is that they can build lexicons that are
tailored to a specific application simply by using a specific corpus [6]. However, these
approaches often produce over-specified and incomplete features and are both time-
consuming to define and require extensive domain knowledge [3, 33].

2.2 Emotion computing

While studying emotions in social networks platform is an important research topic, it has also
proven to be a challenging task due to the complexity and the ambiguity of natural language
expressions [36, 40]. In recent years, there has been a growing number of studies that utilize
sentiment analysis tools to study the opinions of OSN users by analyzing written cues (texts)
and multimedia content that people share online. While the scientific literature includes plenty
of works focusing on polarizing positive and negative sentiments, identifying individual
emotions has generally been understudied so far [40].

There are two main categories of emotion classification calculations for Weibo: supervised
classifier learning and unsupervised emotion-lexicon-based methods [21]. Most supervised
methods use machine learning technologies, and by extracting text features, construct classi-
fiers such as neural networks [9, 33], support vector machines [28], and Naive Bayes [25] to
classify different emotions. However, such classification methods based on machine learning
can be easily affected by training corpora, and some algorithms involve complicated parameter
settings, so they are not suitable for modelling [24]. For this reason, scholars proposed
unsupervised methods based on emotional lexicon. Such methods determine the emotion
categories according to the emotional tendency of the terms in the text in combination with
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the elements like meaning, semantics and syntactic structure in the text. For example, Jiang
et al. established a Weibo-oriented social emotional lexicon based on the Weibo corpus of
social hot issues on that platform. Through the comparison of the results of the emotion-
lexicon-based sentiment analysis and SVM-based one, they validated the effectiveness of the
emotional lexicon and sentiment analysis method proposed [12, 33].

Montejo-Ráez et al., by using the lexicon-based WordNet graph structure, proposed a
sentiment analysis method combining emotion computing with random walk. The experimen-
tal results show that this method has higher accuracy and recall rate than the traditional SVM
method [24]. However, lexicon-based methods have problems like their reliance on lexicon
coverage, need for large-scale corpora and large computing volume [38]. Tsakalidis et al. used
a sentiment lexicon-based analysis on tweets, among other methods, to predict the results of
the 2014 European Union elections, by assigning a polarity value (positive or negative
sentiment) to every tweet. Then, they combined these results with a fusion of various
classi_cation approaches, based on different features of tweets [38].

Previous studies have pointed to the importance of identifying actual emotions rather than
sentiment polarities, stating that two emotions belonging to the same affective valence might
induce different reactions and lead to different decisions [17]. However, in order to improve
the validity of emotion classification, these techniques nedd too many manual interventions to
construct emotion lexicon, which results inefficient in emotion computing [1, 3, 32]. And the
above emotion classification methods often experience feature sparseness when extracting
textual features from large-scale short and random posts on Weibo. In addition, the existing
emotion classification methods focus on only three polarities – positive, negative and neutral
emotions, whose emotional granularity is not fine enough, making it difficult to fully portray
the whole evolutionary process of the emotions on Weibo [20, 30]. Therefore, this paper
attempts to propose a Weibo-motor computing method based on dependency parsing to
improve the accuracy and computational efficiency of emotion classification.

3 Construction of the Weibo emotional lexicon

3.1 Construction of the benchmark emotional lexicon

From the Chinese emotional vocabulary ontology library developed by Dalian University of
Technology (covering 27,466 emotional words), the author chose emotional words that have
appeared in theWeibo corpus for over 500 times and established a benchmark emotional lexicon.

3.2 Extension of the benchmark emotional lexicon

The author used the Word2Vec tool to convert the original Weibo posts into word vectors and
mapped them into the vector space, calculated the cosine similarity of two word vectors to obtain
the correlation between the two words and then extended them to the benchmark lexicon.

Cos W1;W2ð Þ ¼
∑
n

i¼1
W1

*W2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑
n

i¼1
W1ð Þ2

r

*
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑
n

i¼1
W1ð Þ2

r ð1Þ

where,W1 and W2 are two word vectors, in the n-th dimension.
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Then, the author used the SO-PMI algorithm to calculate the pointwise mutual information
value between a new word and a benchmark one, so as to obtain the emotional tendency of the
new word.

SO−PMI Wð Þ ¼ ∑
pword∈Pwords

PMI W ; pwordð Þ− ∑
Nword∈Nwords

PMI W ; nwordð Þ ð2Þ

where, W denotes the emotional word requiring calculation of its emotional polarity; pword
represents the word with positive emotions among the seed words Pwords; and nword
represents the word with negative emotions among the seed words Nwords.

3.3 Construction of the Weibo emotional lexicon

The author used an incremental iterative approach to continuously extend the benchmark
lexicon and finally obtained a complete Weibo emotional lexicon. The entire construction
process of the Weibo emotional lexicon is as following:

Step 1. Data preparation: acquire the data required for research from the Internet platform,
including the comment data from the stock forum and stock market performance
data, of which, the latter is obtained from the Internet through a crawler program.
This study intends to write a crawler program for its own use in the Python language
to obtain the comment data on a specific company within a certain period of time in
the stock forum. The stock market performance data can be directly acquired from
various types of financial services. All these data form the database required for this
study.

Step 2. Sentiment computation

& Generate word vectors: use the word segmentation toolkit to segment textual data and
remove the stop words, and generate word vectors in a large-scale corpus through
incremental training.

& Construct the sentiment dictionary. By referring to the method proposed by Jiang et al.
(2015), this paper adopts the method based on the emotional lexicon ontology and the deep
learning algorithm Word2Vec. The specific process flow is shown in Fig. 1.

The specific process to construct the sentiment dictionary is as follows:

(i) Data acquisition and pre-processing: capture the post and comment data published during
a certain period of time at the stock forum, remove the @ flags and user names, and store
them in the database. For the obtained text data, use the word segmentation program to
segment the words and remove the stop words such as punctuation marks, numbers,
names of people, place names and modal particles, thereby obtaining a Chinese sentiment
dictionary corpus for the financial field.

(ii) Selection of candidate sentiment words: based on the sentiment vocabulary ontology, the
text is divided into seven categories of sentiments such as anger, aversion, fear, joy,
happiness, sadness, and shock; after the sentiment categories are determined, count the
frequencies of the words in each sentiment category in the sentiment lexical ontology and
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then select the benchmark sentiment word for each sentiment category according to
frequency so as to form a benchmark sentiment dictionary.

(iii) Calculation of word similarity: use Word2Vec to vectorize the words, use the similarity
of the text vector space to represent the semantic similarity of the text, and adopt the
incremental iterative process to achieve the extension of sentiment words.

(iv) Filtering of the sentiment words: use the HowNet dictionary to calculate the similarity
between the newly added sentiment words and the benchmark ones and filter out the
words with high similarity, and then conduct manual screening, so as to obtain the
benchmark sentiment dictionary for the next step.

(v) Generation of the sentiment dictionary: after continuous calculation of the word similar-
ity and filtering of sentiment words, when the difference between the sentiment dictio-
naries in adjacent two times is less than a certain threshold, the repeated process is
terminated, and the final financial sentiment dictionary is obtained.

Step 3. Calculation of the textual sentiment value

By reference to the method proposed by Wan et al. [38], use the BLanguage Technology
Platform (LTP)^ [8] to calculate the sentiment value of the text. The specific process of textual
sentiment calculation is described as follows (in Fig. 2):

& Generate syntactic dependencies: use the collected forum comment data as the input to
the LTP platform.

The LTP platform automatically performs operations such as word segmentation, part-of-
speech tagging and syntax analysis on the input text, and gives corresponding results. The
dependency relationship is represented by a directed arc, whose direction is always from the
core word to the modifier, marked with a dependency name above it.

Fig. 1 Construction process of the Weibo emotional lexicon
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& Calculate the textual sentiment value: the sentiment value of a word comes from the
financial sentiment dictionary. According to the result of the LTP dependency syntax
analysis, the sentiment value is calculated according to different rules. If there is an
emoticon, it will be treated as an imperative sentence, and assigned with a weight to
express its degree of modification with respect to the sentiment of the entire sentence.

& Calculate the category of textual sentiment: replace the sentiment value of the word in the
sentiment calculation rule with the sentiment category, so that the textual sentiment
category can be calculated. For each piece of textual data, there will be scores of seven
sentiment categories, and the category with the highest score should be the sentiment
category of the corresponding text.

Step 4. Classification of fine-grained sentiments

Based on the calculation of the textual sentiment value, this paper uses the classical algorithm
LSTM of RNN to classify the sentiments of the text. The details of our proposed framework
are illustrated in Fig. 3.

The improved RNN-ANN model is further fine-tuned using a specific multi-label training
dataset. Each Microblog in the training dataset is represented by the semantic compositionality
over the word embeddings. The loss function is based on the assumption that the labels
belonging to an instance should be ranked higher than those not belonging to that instance.
Finally, the trained RNN-ANN model is employed to classify multiple emotion in the test
dataset. The specific process of fine-grained sentiment classification is as follows:

& Generation of word vectors: segment the words and remove the stop words in the comment
data at the stock forum, and then call the module used to generate word vectors in

Microblog 

Textual Corpus

LTP Platform    Dependency 

Syntactic Relation

Sentiment 

Dictionary

Emotion 

Caculation Rules 

Emotion Category 

Emotion Value   

Fig. 2 Flow chart of the textual sentiment value calculation

Embedding 
Learning

Low Dimensional

Word Vectors  Emotion  

Training

Data

Massive  

Training word vector     
Microblogs for    

...

Results  

Computing

RNN-ANN 

Fig. 3 Flow chart of fine-grained sentiments classification
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word2vec to set the required word vector dimensions, and then the required word vectors
can be obtained.

& RNN classification: RNN is a kind of neural network with fixed weights, external input
and internal state.

As shown in Fig. 4, the basic model includes embedding layer X, hidden layer H, output layer
Y and classification layer P four layers. The embedding layer X = {x1, x2, ..., xn} represents the
word embedding of each token in a microblog sentence. The hidden layer H = {h1, h2, ..., hn} is
a recurrent layer,where each node in H is a recurrent unit, and the jth node hj is determined by
the embedding vector xj and last recurrent unit hj− 1. The output layer Y = {y1, y2, ..., yn} is the
output of RNN, the last layer is the classification layer P, which is a logistic classification.
RNN applies the same set of weights recursively as follow:

ht ¼ f Wxt þ Uht−1 þ bð Þ ð3Þ
where f is the nonlinear active function (e.g., tanh and sigmoid function); W, U, V are weight
matrices, input vector xt ∈Rn at time step t is calculated based on a hidden state, and b is bias vectors.

& ANN classification: In order to use sentiment value as an input value for the classification,
a new three-layer artificial neural network (ANN) classifier is constructed. The input layer
includes the RNN output (a 100-dimensional vector) and the sentiment value of the text (a
real number). To avoid confusion brought by dimension, this paper adds 0 after the textual
sentiment value to make it a 100-dimensional vector, too; output value of the model is the
sentiment category number of the text. The intermediate layer of the ANN classifier is a
hidden layer, which is set to be 50-dimensional The process of ANN training is to make
the precision of the classifier reach the global optimum by error back propagation through
continuous iteration and optimization of the weight matrix of different layers.

The ANN used in this experiment uses a fully connected layer to connect adjacent layers.
The output of the output layers (including the hidden layer and the final output layer of the
model) is shown in Eq. (1).

oj ¼ ∑
I

i¼1
xi�wij i ¼ 1::100; j ¼ 1::100 ð4Þ

In Eq. (4), oj is the output of the model, xi is the input of the model, and wij is the weight
between the i-th node of the input layer and the j-th node of the output layer. In this
experiment, xi is a vector composed of the sentiment value of certain text and the RNN output,
and oj represents the corresponding sentiment category of the text. For the input training set
data, the model will give its own output value, and at the same time, calculate the error
between the output value and the real value to reversely optimize the parameters to be trained
in the model, including the weight matrix and the excursion matrix.

& Comparison of classification results: the classification results of the two classifiers are
compared in terms of classification precision, iteration times and utilization rate of
computing resources to determine whether the textual sentiment value calculated above
is helpful to the sentiment classification in this paper.
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Step 5. Netizen sentiment index

After obtaining the textual sentiment value of each comment, calculate the daily netizen
sentiment index for subsequent econometric modelling so as to study the interactions between
netizens’ sentiments and stock market performance.

The netizen sentiment index is divided into two categories – the weighted sum index of
netizen sentiment value and the average mean index of netizen sentiment value, with a prefix
of sum and avg., respectively. In order to better study the sentiments, the netizen sentiment
index is subjected to three-day moving average and five-day moving average processing, and 6
proxy variables of netizens’ sentiments are obtained.

Step 6. Modelling

Establish multiple models to determine the causal relationship between the netizen sentiment
index constructed in this paper and the stock market performance of the listed company, and
analyze the specific form of impact of the netizen sentiment index on the stock market
performance of the listed company.

In the first iteration, the candidate emotional lexicon is the benchmark emotional lexicon.
After inputting the pre-processed Weibo corpus, the author used the Word2Vec tool to
calculate the similarity between words. The number of word vector dimensions in this paper
was set to 200, and the number of word neighbouring windows was set to 6. The CBOW
algorithm was used to calculate the word vectors, and the negative sampling algorithm for
training. The benchmark lexicon can be extended by calculating the five words that are most
similar to the benchmark emotional words. The extended words constitute the extended
emotional lexicon. According to the scale of the Weibo corpus, the author carried out 8
iterations and finally obtained an emotional lexicon consisting of 4872 emotional words.
Table 1 shows the number of emotional words in each emotion category in the resulting
emotional lexicon:

As can be seen, the distribution of word count in the extended emotional lexicon is almost
the same as that in the benchmark emotional lexicon.

Embedding Layer     X 

Hidden Layer     

Output Layer     

Classification Layer     

I hate disgraceful behaviour

H

Y

Fig 4 Basic model of RNN-based emotion classification
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The author used the NLP&CC2013 Chinese Weibo sentiment analysis test set [27] to test
the Chinese emotional vocabulary ontology library and the emotional lexicon constructed in
this paper, respectively. The NLP&CC2013 dataset contains 10,000 pieces of corpus data with
emotion annotations, and the emotion annotation categories are the same as those of the
Chinese emotional vocabulary ontology library. Table 2 shows the performance of the two
emotional lexicons in the data set:

It can be seen that the emotional lexicon constructed in this paper is better than the Chinese
emotional vocabulary ontology library in all three indices, showing it has obvious performance
advantages.

4 Emotion computing and public opinion evolution analysis

4.1 Weibo emotion computing based on dependency parsing

4.1.1 Data cleaning and pre-processing

The method uses the Python crawler to search and collect the corresponding Weibo posts and
comment data using keywords, and imports the data into the database for storage; deletes the
replies, reposts and the strings with reference to others, the format of web links, and the format
of Weibo topics; and based on the LTP platform [8], calls its word segmentation interface, part-
of-speech tagging interface, and dependency parsing analysis interface through the JAVA
program to pre-process the posts.

4.1.2 Emotion binary tree based on dependency parsing

By referring to the dependency relationship designed by Wan et al. [38], the author selects 6
kinds of dependency relationships (ATT, ADV, COO, CMP, VOB and SBV) affecting the
textural emotional tendency from the sequence of dependency relationships. For ATT, the
dependency relationship where the modifiers are emotional words is retained; for ADV and
CMP, the dependency relationship where the modifiers are emotional words, degree adverbs or
negative adverbs; for COO, the dependency relationship where the adjectives are emotional

Table 1 Distribution of emotional word count in the extended emotional lexicon

Emotion category Word count Emotion category Word count

Happy 440 Good 1509
Sad 440 Angry 68
Fearful 195 Astonished 51
Disgusted 2169

Table 2 Emotion classification results of the two emotional lexicons

Accuracy Recall F value

Chinese emotional vocabulary ontology library 0.591 0.288 0.475
Our emotional lexicon 0.705 0.414 0.639
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words is retained. In the filtered sequence of dependencies, the method checks whether the
emotional words and modifiers in each dependency relationship are emotional words in the
emotional lexicon. If so, such words are assigned with the emotional intensity corresponding
to the same words in the emotional lexicon.

4.1.3 Emotion computing module based on dependency parsing

Postorder traversal is performed to the left subtree and right subtree of the emotion binary tree
T. The bottom left child and right child are both the entrances for calculation of the word node.
According to the emotional intensity of the left child and right child and the matching emotion
computing rule, the emotion value of this node is obtained; and then according to the emotion
value of this node and the emotional intensity of its brother nodes and the matching emotion
computing rule, the emotion value of the parent node is obtained; and the calculation goes on
upwardly like this until reaching the root node of T.

Fig. 5 Proportions of posts with positive and negative emotions in each stage

Fig. 6 Time series diagram for the numbers of positive and negative posts at the fermentation stage
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4.2 Public opinion evolution analysis based on textual emotion computing

Taking the BRYB Kindergarten Child Abuse Case in Beijing^ as an example, the author
collected a total of 97,040 posts from November 22, 2017 to April 23, 2018. Then the author
used the Weibo emotion computing method based on dependency parsing to count the positive
and negative emotional posts on Weibo during the three stages of Internet public opinion
evolution – outbreak, fermentation and digestion and obtained the percentages of two types of
emotional posts at each stage, as shown in Fig. 5.

It can be seen that there were more negative posts than positive ones at each stage, but the
percentage of positive ones gradually increased with time. During the outbreak stage, due to
the frequent negative reports on BRYB kindergarten child abuse^ and the few measures taken
by the government and the RYB organization, the percentage of negative posts was the highest
(62.73%). At the fermentation and digestion stages, the government and RYB organization
took more countermeasures. For example, the public security department made notifications
and refuted rumours, relevant authority issued the child protection policy and the RYB
organization made an apologetic statement. As a result, the percentage of negative posts
gradually fell to 56.86% at the fermentation stage and 54.74% at the digestion stage. On the
last day of the fermentation stage, the gap between positive and negative posts was already
very small (46) (as shown in Fig. 6). At the digestion stage (as shown in Fig. 7), the gap
became even smaller, and at a time there were even more positive posts than negative ones.

The author performed word segmentation, frequency statistics and sorting and extracted
key words from the posts and their comments on BRYB Kindergarten child abuse^ from
December 24th to 25th and drew 30 keyword clouds to explore the trending topics among
Internet users on these 2 days. It was found that entertainment news about the romantic
disputes of celebrities and network anchors were once again centre of public attention, and that
the child abuse incidents in RYBKindergarten and Ctrip Kindergarten were being forgotten by
the public. After the 25th, the number of posts about BRYBKindergarten child abuse^ dropped
rapidly and no more new stimulus information popped up. At this time, the BRYB Kinder-
garten child abuse^ was only mentioned in the news about other public events or the reviews
and reflections on that incident. The RYB crisis temporarily came to an end.

Fig. 7 Time series diagram for the numbers of positive and negative posts at the digestion stage
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5 Conclusions

Considering the deficiencies in emotional lexicon construction and emotion computing, this
paper, based on a general emotional lexicon and the Weibo corpus, establishes a benchmark
emotional lexicon, applies the neural network framework Word2Vec to train the corpus data
and calculate the word vectors, and obtains the correlations between words by calculating the
spatial distances between vectors, in order to extend the emotional lexicon. For the extended
emotional words, this paper uses the SO-PMI algorithm to calculate the emotional polarity and
emotional intensity, filters out unqualified emotional words according to the emotional polarity
and through manual screening, and finally performs an experiment and constructs a Weibo
emotional lexicon for public events. Then, this paper constructs a Weibo emotion computing
method based on dependency parsing and calculates the emotional tendency and intensity of
Weibo posts using the dependency-parsing-based emotion binary tree and the dependency-
based emotion computing rule. At last, this paper takes a real event as an example and analyzes
the public opinions in each stage and their abnormal peaks according to the emotional
tendency of the Weibo posts and the high-frequency keywords in specific periods.
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