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Abstract
Recently, several researches were carried on handwritten document analysis field thanks
to the evolution of data capture technologies. For a given document, multiple components
could be treated as text, signatures and graphics. In this study, we present a new framework
for a Multilanguage online handwritten text analysis where both script identification and
recognition are made. The proposed system proceeds by segmenting the script into contin-
uous trajectories delimited between two successive pen-down and pen-up moments. These
segments are clustered and trained using Time Delay Neural Network (TDNN) according to
their beta-elliptic parameters. In script identification process, the segments belonging to the
same script are gathered and brought to a Recurrent Neural Network with Long Short Term
Memory (RNN-LSTM) in order to identify its language. For script recognition stage, the
samples from the already selected language database are trained and tested using the fuzzy
output description obtained by the TDNN coupled to a Support Vector Machines (SVM).
The Experiments were made on a large multi-language database containing 45686 online
handwriting words from Latin, Arabic and digit scripts and shows very promising results
that exceed the recognition rate of 99%.
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1 Introduction

Online handwriting recognition is very useful in daily life in accordance with the increased
number of handwriting documents. Influenced by the technological revolution in data entry
devices, great interest is given for online document analysis against offline documents
where only a scanned image of the handwritten is available. With online handwriting anal-
ysis, dynamic informations about the trajectory are available. In fact, the different strokes
constituting a script could be extracted and we have access to the x, y coordinates in real
time. Handwriting is a cursive script which represents the concatenation of a basic graphics
shapes called letters. They are often connected through valleys joining the baseline. In some
cases, a letter contains dots and diacritics in addition to its main body. They are commonly
known as delayed strokes and they are frequently used in Arabic script and slightly less in
Latin script. Furthermore, handwriting has the propriety of multi-variability existing both
between and within writers. Indeed, the writing style changes from one person to another
and even for the same writer depending to his actual state. Moreover, in most touch-sensitive
devices, the handwriting input may contain errors consist of discontinuity in the trajectory,
disconcerted and redundant points. Thus, a handwriting recognition system should include
a preprocessing step to remove irregularities from trajectory in order to improve recognition
performances. In document automation process, script identification aims identifying the
language of writing, while recognition module allows recognizing the script. This requires
a robust handwriting modeling method, especially with a multi-language recognition sys-
tem. It arises when scripts have different characteristics as for Latin and Arabic languages.
In fact, both writings are cursive but Latin words are written from left to right whereas
Arabic script is written from right to left and most of letters change their shapes accord-
ing to their position in the word. According to the previous works, scripts identification and
recognition have been treated separately. In this paper, the main contribution consists on
developing a multi-language recognition system dealing with Latin, Arabic and digit scripts
based on beta-elliptic model which integrate a script identification stage. The beta-elliptic
approach has been applied to extract a relevant combined dynamic and geometric features
vector constituting a parametric description, of the online acquired trajectory, which is used
to train a Time Delay Neural Network for clustering its composing pseudo-words. There-
after, the crisp outputs are used by the RNN for the script identification and consequently
target lexicon limitation whereas the fuzzy outputs are brought to the SVM for the script
recognition stage. This paper is organized as follow: in the next section, the main online
identification and recognition approaches are overviewed. Section 3 presents the application
of the beta-elliptic approach for online handwriting modeling. In Section 4, the framework
for multi-language online handwriting recognition is presented. Experimental results and
discussions are given in Section 5, and finally we present a conclusion with some future
works.

2 Related works

Handwriting modeling is a crucial step for online handwriting recognition process. In this
context several computational models have studied the kinematics theory of rapid human
movements. In 1981, Hollerbach proved that handwriting movement arises from superim-
position of orthogonal oscillations along horizontal and vertical directions [16]. The vertical
oscillations are responsible for producing writing shape while horizontal oscillations con-
trol the writing sweep. In the velocity domain, these oscillations are modulated by sinusoids



Multimedia Tools and Applications (2019) 78:12103–12123 12105

functions to control the corner shapes and the writing slant. In other study, Viviani et al.
[39] proposed a new law relating the radius of the curvature at any point along the trajectory
with the corresponding tangential velocity, known by two-third power law. In particular,
the analysis of the development of motor control has demonstrated that velocity and curva-
ture are always related by a power function that attains the value of 1/3. Plamondon et al.
[32] proposed a model based on the intrinsic representation of handwritten curves without
reference to any fixed axis system. The curvilinear velocity have an asymmetric discontin-
uous bell-shaped profile that is fitted with two half Gaussian functions. In literature, several
recognition systems are based on delta-lognormal model [33]. The writing movement is
the result of two opposite agonist and antagonist neuromuscular subsystems characterized
by their lognormal equations. The velocity profile can be described by the subtraction of
lognormal curves. O’Reilly [30] proposed a sigma-lognormal model. However, the hand-
writing trajectory is considered as being a movement resulting from a single lognormal
equation scaled and shifted over the time occurrence. In [2], Alimi supposed that writing
speed is the result of the activation of N neuromuscular subsystems characterized by an
impulse response that converges with a Beta curve shape. Thus, the velocity profile curve
can be fitted by the algebraic sum of overlapped beta impulses. The approaches dealing
with online handwriting recognition are generally classified into two categories: holistic
and analytic. For analytic approaches, the input signal is segmented into sub-units accord-
ing to significant points. Among these approaches, we can cite the system proposed by
Samanta et al. [34] who presents a recognition approach based on Discrete Curve Evolution
algorithm. Its principle consists on dividing the trajectory into sub-units according to a set
of best contour points that preserve the visual shape of the curve. The temporal sequence
of feature vectors forms the observation sequence for the Hidden Markov Model (HMM).
Khlif et al. [23] presented a new model with two levels of segmentation. The first level
relies on segmentation-free strategy. Indeed, for each point of the trajectory a set of tempo-
ral, directional and curvature features are computed and decoded with HMM. The second
level relies on explicit grapheme segmentation where both online and offline parameters are
extracted and classified with Support Vector Machines (SVM). These two systems are com-
bined in order to take advantage of their complementarities. Several methods are proposed
for Bangla script recognition. In [4] a valid segmentation point is based on the position of
its left and right extrema points relative to a virtual midline. With this method, a charac-
ter may produce at most 3 sub-strokes. Thereafter, a sequence of geometric parameters is
extracted and trained with SVM. In other work, Ghosh et al. [12] presented a recognition
system based on the segmentation of the handwritten curve into local zones of size (n x m).
For each one, geometric features as direction, slopes and deviation are calculated. For the
recognition stage, SVM is used with different size of local zones and reached an average
rate of 92%. The same techniques of segmentation and feature extraction are reproduced
with HMM [13], and show better results than those obtained with SVM. These two systems
are also applied for Devanagari scripts and they have achieved the same performances. Zhu
et al. [43] addressed the problem of online handwriting recognition for Latin scripts. They
combined two methods of segmentation. The first method attempts to define a set of candi-
date segmentation points at handwritten boundaries while the second uses the MRF model
to select the path with the optimal evaluation criterion value. The proposed approach outper-
forms the system presented in [11] where Recurrent Neural Network (RNN) is applied. In
other study, Nguyen et al. [29] presented a semi-incremental recognition method where the
segmentation candidate points are updated after receiving new written strokes. This tech-
nique is evaluated with SVM classifier and attained a word recognition rate of 70% on IAM
online database.
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Besides systems based on analytic approaches, some researchers also proposed systems
based on holistic methods. In this case, the recognition process is done without segmenta-
tion. For Arabic script, Nakkach et al. [28] presented an approach for online handwriting
recognition based on the extraction of normalized chain code and the Fourier descrip-
tors. These features are evaluated with SVM classifier and attained a recognition rate of
92.43% on a database of 2000 characters. The same features are combined with Dynamic
Time Warping (DTW) parameters and prove their effectiveness on ADAB database [10].
In [25], deep RNN with CTC network architecture has been proposed. The the input
sequence data are the (x, y) coordinates which dropout technique was applied to protect
the network against overfitting. Sun et al. [35] presented an online Chinese handwriting
recognition method. They used the same features and architecture cited in [25] with a
modified CTC beam search decoding algorithm to integrate some linguistic constraints.
For the experiments, they used the public CASIA-OLHWDB2.0 database containing a set
of 2764 classes written by 815 persons. The proposed approach outperforms the system
of Zhou et al. [42] based on minimum-risk training method, with an improvement rate
of 3% in test set. Yang et al. [41] adopted a Convolutional Neural Network (CNN) for
Chinese character recognition. They incorporate it with a variety of domain specific knowl-
edge, including deformation, non-linear normalization, imaginary strokes, path signature
and 8 directional features. Their system achieved an accuracy of 97.20% and 96.87% on
CASIA-OLHWDB1.O and CASIA-OLHWDB1.1 respectively.

During the last decade, beta-elliptic approach has been applied for online handwrit-
ing recognition. The system proposed by Kherallah et al. [21] consists on extracting the
visual codes corresponding to the arcs obtained from the beta-elliptic modeling. There-
after, the basic operations of Genetic algorithm have been applied to select the combination
of strokes with the high scores according to a fitness function. This approach attained a
recognition rate of 99% on a LMCA database. In other work, hybridization between Multi-
Layer Perceptron (MLP) and HMM is investigated [36]. The class character probabilities
of the neural network are considered as the probability density functions emitted by the
HMM states. Compared to a standard discrete HMM, the recognition rate was improved
by 3.51%. In [20], beta-elliptic approach was applied for digit recognition. The interaction
between fuzzy KNN,MLP and KohonenMap contributes to improve performances. Elleuch
et al. [9] combined beta-elliptic parameters with offline features using Convolutional Deep
Belief Network (CDBN) classifier. The test results on LMCA and ADAB databases proved
the effectiveness of this architecture compared to systems based on MLP [5] and HMM
respectively [1].

The above algorithms have focused on recognition of individual language and few reports
have been seriously made in a multilingual environment. The first work existing attempts
to do recognition of multiple languages simultaneously using hierarchical HMM [24]. In
fact, a HMM network is constructed by interconnecting basic components as characters and
intermediate ligatures. HMM network is built for each language and they are combined into
a single network structure. The recognition corresponds to finding optimal path in the net-
work according to Viterbi algorithm. This architecture was applied for Korean and English
scripts and attained recognition rates of 80.7% and 82.11% respectively. Recently, Keysers
et al. [18] presented an online handwriting system that supports 22 scripts and has been
publicly available in several Google products such as Google Translate. They used heuristic
segmentation method based on the script language. Thereafter, a Neural Network has been
trained to determine which hypothetical cut points are valid for character segmentation.
Therefore, a segmentation lattice graph is built with the goal of determining the characters
most likely to have been written. Experiments are performed on several publicly databases
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and attained an average error rates of 4.3%. Indhu et al. [17] proposed a multilingual recog-
nition system for Indian, Urdu and digit scripts. It is to highlight that Urdu script is written
from right-to-left and it has several common letters with Arabic language. Their system is
based on extracting some geometric features like trajectory coordinates, vicinity aspect and
slope. The recognition phase is done using transition probability between the set of strokes
forming a character and train them with Viterbi-algorithm in order to find the most probable
output for a given sequence of strokes. This technique achieved a character recognition rate
of 94%.

In this section, we have presented the main methods used for online handwriting recog-
nition. Most of the segmentation methods proposed by the analytic approaches are based
on geometric characteristics that could be done in offline mode. In our study, we exploit
the dynamic aspect of the input data in order to split the handwritten on significant points
corresponding to the extremums of velocity profile. One of the major contributions of this
work is the implementation of a script identification step before the recognition module. Its
purpose is to identify the language of the handwritten. Therefore the recognition process
will be executed on the selected database.

3 Beta-elliptic modeling

The handwriting movement is considered as a skilled motor process. It is usually planned in
advance and represented by bio-motor program that can be projected in the velocity domain.
In this context, the generation of a complex trajectory is the result of the activation of n
neuromuscular subsystems characterized by an impulse response that converges to a beta
curve shape [2].

3.1 Beta velocity profile

Form handwritten trajectory coordinates (x, y), the curvilinear velocity Vσ (t) is obtained
using a second-order derivative filter with finite impulse response:

Vσ (t) =
√(

dx

dt

)2

+
(

dy

dt

)2

. (1)

The curvilinear velocity shows a signal that alternates a successive extremums of velocity
and inflection points. These points are considered significant since they are used to segment
the handwritten into simple movements called strokes. In velocity domain, each stroke con-
verges to a beta curve shape. So, the number n of strokes is equal to the number of beta
impulses and the generation of a complex trajectory pattern is the result of an algebraic
addition of these n strokes (see Fig. 1).

Vσ (t) ≈
n∑

i=1

Ki × βi(t, qi , pi, t0i , t1i ) . (2)

with

βi(t, qi, pi, t0i , t1i ) =
{ (

t−t0i
tci−t0i

)pi
(

t1i−t
t1tci

)qi

if t ∈ [t0i , t1i]
0 elsewhere

}
(3)

tci = (pi × t1i ) + (qi × t0i )

pi + qi

(4)
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Fig. 1 a, b, c original handwritten trajectories of Latin word ‘book’, Arabic word ‘koras’ and digit ‘1’. d, e, f
Trajectories rebuilding by elliptic arcs. g, h, i. velicity profile modeling by overlapped beta impulses strategy
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where pi, qi are intermediate parameters which have an influence on the symmetry and the
width of beta shape, t0i the starting time of ith beta function, tci the instant when it reaches
the culmination amplitude and t1i the ending time of ith beta function.

3.2 Trajectory modeling

In the space domain, several approaches have been proposed for cursive handwriting gener-
ation. They commonly segment the trajectory into strokes located between two successive
extrema speed times t1 and t2. As proposed by Bezine et al. [7], each stroke executed from
an initial position M1 at time t1 and moving to position M2 at time t2 is assimilated to an
elliptic path verifying equation 5 where X and Y are the cartesian coordinates along the
elliptic stroke, a and b are the small and large axis dimensions.

X2

a2
+ Y 2

b2
= 1 (5)

Kherallah et al. [19] proposed a basic elliptic model where the segmented stroke is
assimilated to a quarter of ellipse. This method is efficient especially when the directions
of tangents to the trajectory at these points are orthogonal. In this context, Boubaker et al.
[6] invented a method in which an elliptic arc is defined by the tangent of the trajectory
on their endpoints M1 and M2. Indeed, the calculation of the ellipse parameters takes into
account the position of the two endpoints of the arc M1(x1, y1) and M2(x2, y2) as well as
the angles of inclination of the tangent. This method gives the minimum value of rebuilding
trajectory error compared to quarter of ellipse, arc oblique projection and five points meth-
ods. So, an elliptic arc is characterized by four geometric parameters a, b, θ and θp where
a and b are respectively the half dimensions of the large and the small axes of the elliptic
arc, θ is the angle of the ellipse major axe inclination and θp is the angle of inclination of
the tangents at the stroke endpoint M2. In fact, each stroke is modeled by a features vector
of 9 parameters as presented in Table 1.

Figure1 demonstrates the application of beta-elliptic approach on Latin, Arabic and digit
scripts respectively. The first line contains the original handwritten trajectories, the sec-
ond line shows the rebuilding trajectories using elliptic arcs and the last line presentes the
curvilinear velocity signal fitted by overlapped beta impulses.

Table 1 Beta-elliptic parameters

Parameters Explanation

Dynamic profile K Beta impulse amplitude

δt = (t1 − t0) Beta impulse duration

Rap = p
p+q

Rapport of beta impulse asymmetry or culminating time

P Beta shape parameters
Ki

Ki+1
Rapport of successive Beta impulse amplitude

Geometric profile a Ellipse major axis half length

b Ellipse small axis half length

θ Ellipse major axis inclination angle

θp Angle of inclination of the tangents at the stroke endpoint M2
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4 Framework for multi-language online handwriting recognition

In this section, we present the different steps for the developed multi-language online hand-
writing recognition system. In the preprocessing stage, we have applied a Chebyshev second
type low pass filter with a cutoff frequency fcut =12 Hz to eliminate the noise generated
by spatial and temporal sampling. Furthermore, the vertical dimension of the script lines is
adjusted to obtain a normalized script size.

4.1 Pre-classification stage

For the segmentation processes, the handwriting trajectory is divided into continuous
pen traces, called pseudo-words, delimited between two successive pen-down and pen-up
moments. We obtained a large database of feature vectors Xij containing the beta-elliptic
parameters of strokes belonging to a same pseudo-word. Since the developed recognition
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Fig. 2 Script segmentation process
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algorithm is addressed for multi-writer application, the pseudo-word trajectory shape and
length change from one person to another depending to the handwriting style. For this
reason, we cannot manually associate a label for each pseudo-word since their number
is unknown in advance. Hence, we have applied the unsupervised clustering algorithm k-
means to classify automatically all pseudo-words into k groups. Its principle consists on
starting with K groups of a single random point, and thereafter adding each new point to
the nearest group. After a point is added, the mean of that group is adjusted. This procedure
is iterated until no point is added to the K groups [26]. In our case, the number of groups is
defined empirically and we select the value of K that returns the least within-cluster sums
of points to centroid distances (Fig. 2).

4.2 Group training with time delay neural network

This step aims to train all pseudo-words into their k groups. Since a pseudo-word is com-
posed of a succession of beta strokes over the time, we have to choose a machine learning
algorithm that have the ability to represent relationships between events in time. For this
reason, we opted for Time Delay Neural Network (TDNN) which has an efficient architec-
ture able to assimilate the sequential aspect of the input handwritten data [44] and requires
less computational time than Hidden Markov Models. TDNN was firstly introduced for
phoneme recognition [40]. It is composed of two parts: extraction and classification. The
first part contains convolution layers while the second is similar to a multilayer perceptron
network. The input data is organized in two dimensions where the horizontal and vertical
directions represent respectively the temporal and the characteristic axis. Moreover, each
neuron in the convolution layer is connected to a local window from the previous layer,
called receptive field. For a given layer, this window is shifted over the time axis with the
same delay value (Fig. 3). Thus, the number of neurons nbneurons in the convolution layer i

can be obtained through the following formula:

nbneuronsi = nbneuronsi−1 − receptivef ield

delay
+ 1 (6)
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Fig. 3 Time delay neural network architecture
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where nbneuronsi−1 represents the number of neurons in the previous layer, receptivef ield

the size of the receptive field in the layer i−1 and delay the temporal shift between two con-
secutive receptive fields. One of the advantages of TDNN is the weight sharing constraint.
Indeed, the neurons of different receptive fields shared the same weights. This reduces the
number of parameters in the system and facilitates the generalization process even with
limited amounts of training data. In the second part, named extraction, each neuron is con-
nected to all the neurons of the previous layer. Since a pseudo-word is composed of several
beta strokes, the TDNN input layer contains the the succession of strokes along horizontal
direction, while the vertical direction contains the kinematic and geometric features. Since
the number of strokes varies from one pseudo-word to another, we have applied the zero-
padding technique for the input data to fix the variation of size. It consists on adding new
strokes with zero values. In the training process, TDNN was trained using backpropagation
algorithm with descent gradient. The number of neurons in the output layer is equal to the
desired output classes that represent the k groups obtained from the pre-classification stage.
Besides, the values returned by the LogSoftMax layer are used to get a probability for each
group i.e. a pseudo-word does not belong only to one group (crisp classification), but to the
k groups with a membership probability Pi . Once the training is finished, each pseudo-word
will be modeled by a vector of size k representing its degrees of belonging to the k groups.

4.3 Script identification with recurrent neural network

Script identification is the first step in document automation process that attempt to pre-
dict the language of a given script in a multilingual environment. In literature, few works
exist with regards to the identification of online handwritten scripts. Among these works,
Namboodiri et al. [27] proposed a script identification algorithm for recognizing six major
scripts. After the preprocessing stage, they extracted spatial features of strokes as direction,
density and length. The identification is done using SVM classifier and attained an over-
all accuracy of 87.1% at the word level. In other work, Tan et al. [37] proposed a system
for identifying Arabic, Roman and Tamil scripts. They used the same methods of prepro-
cessing and features extraction described in [27] to obtain groups of prototypes using the
k-means clustering algorithm. Thereafter, the distributions frequencies of extracted vec-
tors from the test set are computed to map these vectors to the previous prototypes based
on the tf − idf measurement. The last stage consists on comparing the distribution of
tf − idf vectors of the test document to that of the three script families. So, the docu-
ment is assigned to the family with the minimum Chi-square distance. In our framework,
we proposed a script identification method based on Recurrent Neural Network who is a
powerful architecture for sequential data thanks to its internal states. It has demonstrated
great success in sequence labeling and prediction tasks. RNN is trained by stochastic gra-
dient descent using Backpropagation through Time algorithm (BPTT). A major problem
with gradient descent for standard RNN architectures (Vanilla RNN) is that error gradients
vanish exponentially quickly with long-term dependencies, due to what is called the van-
ishing/exploding gradient problem. To address this drawback, Hochreiter et al. [15] have
designed a Long Short Term Memory (LSTM) network which can in principle store and
retrieve information over long time periods. LSTM explicitly designs a memory block inside
a hidden node that has the following ingredients: memory cell which stores information
about the past and input Ct , output, and forget gates that control the flow of information
within and among the memory blocks. Figure 4 shows the structure of a single LSTMmem-
ory block, which replaces a simple hidden node used in ordinary RNN. LSTM network
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recurrently applies the following series of equations to obtain the sequence of hidden node
outputs, h = (h1, h2, , ht ), ht ∈ Rm:

it = σ (Wxixt + Whiht−1 + WCiCt−1 + bi) (7)

ft = σ
(
Wxf xt + Whf ht−1 + WCf Ct−1 + bf

)
(8)

Ct = ftCt−1 + it tanh (WxCxt + WhCht−1 + bc) (9)

Ot = σ (Wxoxt + Whoht−1 + WCoCt−1 + bo) (10)

ht = Ot tanh(Ct ) (11)

where the symbols i, f, O and C represent respectively stand for the input gate, forget
gate, output gate, and memory cell state vector. W denotes weight matrices, the b terms
denote bias vectors and σ is the logistic sigmoid function. Note that for the gates, there
are not only the recurrent connections from the hidden node outputs from the previous
time stamp, but also the peephole connections from the cell states. With explicitly designed
cell and gate structures as above, LSTM learns W and b from the training data so that it
can determine when to receive input signals to the cell, output the hidden node activations
from the memory blocks, and reset the cell states to refresh the memory. In addition to
LSTM blocks, another method can be applied in order to prevent RNN from overfitting
during training stage, called Dropout. It is a popular regularization technique for the feed-
forward neural networks where some network units are randomly masked during training.
This method was typically applied only at non-recurrent layers. Recently, it is applied at the
recurrent layers, i.e. dropout is applied on the output at step t before it is used to compute
the output at step t+1) [31].

In our script identification system, RNN input layer contains vectors of pseudo-words
belonging to the same word obtained from the trained TDNN (see Section 4.2). Before
recurrent layers, these vectors are converted into “one-hot” encoding vectors i.e. vectors
of zeros with 1 at a single position that corresponds to the higher probability. Thereafter,
dropout technique was applied both in LSTM and fully-connected layers to protect the net-
work against overfitting. In order to allow RNN distinguish between three families of scripts
(Latin, Arabic and digits), we added a LogSoftmax layer to classify scripts by selecting the
most probably labelling. Figure 5 shows the structure of the proposed RNN.Xt−2, Xt−1 and
Xt present the vector of pseudo-words. The circles with crosses denote the randomly omit-
ted nodes during training stage and the dotted arrows stand for the model weights connected
to those omitted nodes.
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4.4 Hybrid TDNN-SVM for script recognition

Once script identification stage is achieved, the next step consists on script recognition. It is
based on the association of TDNN with SVM classifier. Indeed, SVM is a power classifier
developed by Vapnik in 1995 [38], that performs classification tasks. It maps the input points
into a high-dimensional feature space and finds a separating hyperplane that maximizes
the margin between two classes by using the dot product functions in feature space called
kernels, to know linear, sigmoid, Radial Basis Function (RBF) and polynomial (Fig. 6).
Among these kernels, RBF perform better in nonlinear separation case which is defined as
follow:

K(x, x′) = φ(x)φ(x′) = exp
(
−γ ||x − x′||2

)
(12)

where γ is a parameter will be defined empirically, x and x′ represent two input vectors, φ
a nonlinear transform andφ(x) is the transformed features space. Hence we can define, the
optimal hyper-plane (H0) through the following formula:

f (x) = sign
(∑

yiαiK(xi, x
′
i ) + b

)
(13)

where sgn(.) is the sign function.
SVM was originally used for binary classification tasks (only 2 classes). However, when

the numbers of classes are more than two, binary classification algorithms can be turned
into multi-class classification algorithms by a variety of strategies, to know one-versus-all
and one-versus-one methods [8]. In our case, we opted for one-versus-all method since the
proposed system treats the recognition of several classes. In our hybrid recognizer engine,
each word is composed of pseudo-words that belong to the k predefined groups according
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to their beta-elliptic parameters (see Section 4.1). These groups are trained using TDNN
that output for each pseudo-word a vector of size k containing the membership probabili-
ties to the k groups (see Section 4.2). For the recognition process, the pseudo-words vectors
belonging to the same word are gathered to form the input layer of SVMwhich allows estab-
lishing a relation between the fuzzy outputs of TDNN and the desired output. We noticed
that the recognition process is applied on the database selected in the script identification
stage (Fig. 7).
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Fig. 7 Multi-language online handwriting recognition architecture
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Table 2 ADAB dataset
description Number of words Number of pseudo words Writers

Set1 5037 40296 56

Set2 5090 25450 37

Set3 5031 15093 39

Set4 4417 22085 25

Set5 1000 4000 6

Set6 1000 8000 3

Total 21575 114924 166

5 Experiments and results

5.1 Experimental setup

In experimentation phase, we have used three families of databases representing Arabic,
Latin and digit scripts. For Arabic script, we have used ADAB database that is known
as a standard benchmark in ICDAR2009 and it is applied in several handwriting applica-
tions. ADAB is divided into 6 subsets with a total of 21575 handwritten words produced
by 166 writers and contains the names of 937 Tunisian towns (Table 2). One of the advan-
tages of this database is the possibility of recovering both online and offline signals of
the same handwriting. In our work, we are only interested in the online signal part. For
each word, the sequence of (x, y) coordinates are stored in “UPX” file format that contains
some additional information’s about the writer and the word label [22]. For Latin script,
the Unipen-ICROW-03 benchmark dataset have been used. It is a multi-writer database
composed of 13119 words belonging to 884 classes (Table 3). However, the pen trajectory
is encoded as a sequence of segments according to the UNIPEN format [14]. The third
database is called Pendigit [3]. It contains a total of 10992 digits collected from 44 writers.
The samples are divided into two sets: the digits written by the first 30 writers are used for
training, cross-validation and writer dependent testing, and the digits written by the other 14
are used for writer independent testing. For each digit (0-9), the pen trajectory is recorded
in the UNIPEN format (Table 4). Figure 8 shows some samples from the described datasets.

To prepare data for the pre-classification stage, scripts from databases are divided into
pseudo-words delimited between two successive pen-down and pen-up moments. The
obtained 185362 pseudo-words are classified into k groups according to their beta-elliptic
parameters (Table 5) by applying the k-means clustering algorithm. The value of k=215 is
retained empirically as the number of groups that return the least within-cluster sums of
points to centroid distances. For each group, two thirds of pseudo-word vectors have been
used for the training phase and the rest has been used for the tests. These groups are trained
using TDNN. The configuration of this network consists on setting the number of convolu-
tion layers with the size of receptive fields and delays. The number of neurons in the output

Table 3 ICROW-03 dataset
description Number of words Number of pseudo words Writers Lexical words

13119 56841 72 884
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Table 4 Pendigit dataset
description Number of digits Number of pseudos Writers Lexical digit

10992 13597 44 10 (0-9)

layer is equal to the number of groups. The best result has been obtained with a number of
3 convolution layers and attained a classification rate of 97.32% (Table 6).

5.2 Results and discussions

The experiments have been made on a multilingual environment where the first stage con-
sists on script identification. Thus, the sequence of trained pseudo-words vectors belonging
to the same word is gathered to form the RNN input layer. We have implemented one recur-
rent layer with LSTM units and two fully-connected layers. The number of neurons for each
layer is respectively 128, 128 and 64 units. RNN is trained by stochastic gradient descent
with a fixed learning rate of 10−3. In the training stage, dropout is applied for both LSTM
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Fig. 8 Multilingual database samples
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Table 5 Database description
Number of words Number of pseudos

Training set 33593 130870

Test set 12093 54492

Total 45686 185362

and fully-connected layers with a probability p = 0.3. Experiments results demonstrate the
effectiveness of the proposed architecture that reached the identification rate of 100% when
applying the dropout technique (Tables 7 and 8).

For the recognition stage, experiments have been made on the database selected in the
script identification stage. The concept is to gather the pseudo-words vectors of the same
word in order to recognize the word label. Contrary to the previous stage, these vectors
present the outputs of the LogSoftMax layer of TDNN. They contain the membership’s
probabilities to the k groups. Experiments were carried on SVM with different kernel func-
tions. The best result has been obtained with Radial Basis Function kernel (RBF) and has
reached the impressive recognition rate of 99.89% (Table 9). To evaluate our proposed sys-
tem, we must compare it with already exists systems. We have difficulties to do it because
few works focuses on multilingual online handwriting recognition and there are no bench-
mark multilingual database commonly used. Table 10 presents a comparison with some
existing systems. Besides results obtained by our system, some originalities have been pre-
sented. Firstly, we have used a free segmentation method based on succesive pen-down and
pen-up movements and beta-elliptic approach have been applied for a variety of handwriting
styles, who is more efficient than works cited in [18] and [17] turned on Latin, Arabic and
digit scripts and where the segmentation module is based on parametric rules and heuristic
thresholds which makes it sensitive to the variation of writing style. Secondly, the multilin-
gual script recognition is preceded by a script identification step, that is to our knowledge,
the second system using this strategy after the work of Lee et al. [24]. Despite the huge
data number, our system performs well and quickly. This is due to the group training stage
where the beta-elliptic parameters of pseudo-words are converted into vectors of member-
ship probabilities. Furthermore, the dropout technique used for RNN and the propriety of
shared parameters for TDNN, allow reducing significantly the computational time. Finally,
the proposed system is among the few works that have used the hybridization of several
machine learning methods as RNN, TDNN and SVM.

Table 6 Group training results

Convolution layers Hidden layers Delay Receptive field Classification rate

2 1 1 2 89.97%

2 2 1 3 93.14%

3 1 1 2 97.32%
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Table 7 Script identification
results Epoch Co-occurence Matrix Rate (%)

1 1856 927 5076 45,5%

280 314 2142

1 0 3497

2 1210 4414 2235 53.8%

365 1030 1341

0 0 3498

3 12 7685 162 47.4%

26 1547 1163

0 0 3498

4 161 7676 22 59.3%

0 2731 5

0 0 3498

5 7610 249 0 98.6%

0 2736 0

1 0 3497

Table 8 Dropout improvement
Epoch No dropout Dropout

5 98.6% 100%

Table 9 Experiments results
Kernel function

Linear Polynomial Sigmoid RBF

Recognition Rate(%) 96.52 96,92 97,12 99.89

Table 10 Results comparaison

Systems Approach Scripts Recognition rate

[24] Hierarchical HMM Korean, Latin 82,11%

[18] Lattice Decoding Latin, Arabic, Indian 95.70%

[17] Geometric features Urdu (similar to Arabic), digits 94%

Present system Hybrid TDNN-SVM Latin, Arabic, Digits 99.89%
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6 Conclusions and future works

We presented a new framework for multilingual online handwriting recognition. It proceeds
by segmenting the script into pseudo-words representing the interval between two succes-
sive pen-down and pen-up moments. In this work, we have explored the potential utility of
beta-elliptic approach for online handwritten modeling. It allows extracting the dynamics
and geometrics profiles of the trajectories. In this study, several machine learning methods
have been used. For the pseudo-word groups training, TDNN has been chosen thanks to its
ability to deals with sequential data. Moreover, its proprieties of receptive fields and shared
weights allow reducing the number of parameters and thus reducing the computational time.
Unlike previous studies, a step of script identification has been proposed in order to identify
the script language. It based on Recurrent Neural Network with long short term memory to
protect the network against the vanishing gradient problem. The input features are the out-
puts vectors of the trained TDNN and they are converted into “one-hot” encoding vectors. In
the recognition stage, hybridization between TDNN and SVM has been established. Thus,
the fuzzy vectors from LogsoftMax layer of TDNN and belonging to the same word are
gathered and entered to the SVM in order to recognize the handwriting script. Experimental
results obtained for script identification and handwriting recognition prove the efficiency
of techniques used for handwriting modeling and recognition engine that lead to quite high
recognition rates. However, our study is to be continued. We plan to work on other lan-
guages. It is worth noticing that beta-elliptic approach is rather generic and has proved its
applicability for several handwriting styles. It will be interests point to apply it on other
scripts as Chinese, Indic etc. We also intend expand this system on a multi-content pattern
to be able to work in unlimited vocabulary.
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