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Abstract
In this paper, we introduce a personalized home audio system that uses IoT technologies
to recommend and play music remotely based on a user’s estimated emotion. This system
estimates a user’s emotion based on texts on their smartphone collected during outdoor
activities. Based on this emotion, our system then searches for music that matches it from
a music database. The system automatically detects the user when they return home, and
plays the recommended music via a connected audio system. Consequently, personalized
emotion-based music recommendation is provided transparently without the user’s awareness.

Keywords Internet of things · Emotion estimation · Music recommendation

1 Introduction

Recently, Internet of Things (IoT) technologies have been rapidly developing due to a con-
vergence of ubiquitous wireless communication, embedded systems techniques, and the
popularization of using smartphones and wearable devices [29]. Modern smartphones are
equipped with up to 10 built-in sensors, such as Global Positioning System (GPS) sensors,
accelerometers, and gyroscopes, to enable them to capture different types of information
for users, from their location to ambient light conditions. Moreover, as the use of wearable
devices, such as smart watches and activity trackers, has been gradually increasing, sensors
equipped in these devices broaden the range of applications for smartphones. These sensors
construct a network, known as a body sensor network [27], and communicate with smart
devices so that various statuses about a user and their environment can be collected and
analyzed to provide a better user experience.

The development of IoT technologies enables personalized services in various fields. In
the healthcare field, applications which monitor heart rate using a heart rate sensor in a smart
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watch provide personalized healthcare information [9, 16]. In the fitness field, to suggest a
personalized exercise plan, smartphone applications are commonly used in which an activ-
ity tracker communicates with running and cycling machines to obtain precise fitness data
and track these on a smartphone. Also, for smart homes, various smartphone and wearable
device applications have appeared, such as a smart door lock [3, 7] which enables the user
to lock and unlock doors and a smart kitchen which allows the user to monitor gas leaks or
the carbon monoxide state and control thermal and lighting conditions [13, 24].

In this study, we propose a home audio system, which remotely recommends and plays
music based on a user’s estimated emotion, as a type of personalized multimedia ser-
vice using IoT technologies. In this proposed system, a smartphone application continually
collects texts on the user’s smartphone during outdoor activities. This application commu-
nicates with a server at the user’s home by transmitting the texts. The server then estimates
the user’s emotion based on the texts and searches for music that matches the emotion
from a music database. When the user returns home, the server automatically detects it
and plays the recommended music via a connected audio system. As a result, personalized
emotion-based music recommendation is provided.

The remainder of this paper is organized as follows. In Section 2, we provide an overview
of studies related to personalized music recommendation and emotion estimation. We then
present the details of our personalized IoT technology-based multimedia system for recom-
mending music based on a user’s emotion in Section 3. The implementation and the results
are given in Section 4. Finally, we conclude with a summary of our ideas and discuss future
work in Section 5.

2 Related work

In the cognitive psychology field, many studies have conducted work to quantitatively mea-
sure human emotion. Russell [20] suggested a circumplex model for representing emotions
as a two-dimensional space consisting of two axes: arousal and valence. Similarly, Thayer
[25] also proposed a two-dimensional model in which the main factors are energy and ten-
sion. These models have been widely used in various emotion-related works, which have
used facial expression and keywords to assess emotions. By expanding these approaches,
Bigand et al. [4] showed that emotions, especially for music, can be represented by using a
three-dimensional model through multi-dimensional scaling. Schimmack and Rainer [22],
as well as Schimmack and Grob [21], also showed that a three-dimensional model, which
consists of arousal, energy, and tension, cannot be reduced to a two-dimensional model.

Studies for recognizing emotion from music started with computational media aesthetics
(CMA) [15], which was an approach to understand content based on its low-level features
to be addressed for content management. Based on CMA, Feng et al. [6] proposed a method
for retrieving music by emotion. They classified the emotion of a musical track by using
relative tempo and silence ratio. Many studies have focused on predicting emotion from
music by using parametric regression. Yang et al. [28] extracted 114-dimensional musical
features by using spectral contrast and Daubechies Wavelet Coefficient Histograms. Then
they employed principal component analysis to reduce the data space and adopted support
vector regression with various boosting algorithms to estimate arousal and valence val-
ues. Similarly, Han et al. [8] proposed a method for music emotion classification. They
collected high-dimensional temporal and spectral features. Then they applied nonnegative
matrix factorization to reduce the dimensionality of the features and employed a support
vector machine classifier to classify the music. By utilizing music emotion classification,
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they also proposed a music recommendation method based on a user’s current and desired
emotions. However, contrary to our study, they obtained a users’ emotion by directly query-
ing them. Lee et al. [14] extracted 376 acoustic features from music, and predicted the
emotion of music by using linear regression. In their study, the emotion of a musical track
was used to find a painting which matched it. To achieve this, the emotion of paintings was
also estimated [11]. This concept, which matches different content using similar emotions,
is employed in our study as well. Rho and Yeo [19] briefly summarized emotion mod-
els and acoustic features of multimedia which were used in previous multimedia emotion
recognition studies.

Several studies have focused on the emotion of words. Bradley and Lang [5] provided
a set of emotional ratings for 1,034 words. The words were rated in terms of pleasure,
arousal, and dominance. Warriner et al. [26] extended this database to 13,915 words. Their
database is directly employed in our study to predict a user’s emotion based on texts on the
user’s smartphone. Seo and Kang [23] utilized emotional keyword-based image retrieval to
acquire a training dataset of images. In their study, the word database produced by Warriner
et al. [26] was also employed to determine the emotion of retrieved images.

Many studies have conducted work for recommending multimedia content including
music. In these studies, a general predilection for certain music genres analyzed by social
network [10], the user’s situation [18] and user’s sentiments extracted from social networks
[12] were used to recommend multimedia content. Unlike these approaches, we estimate
the emotion of the user and music, and recommend music by matching them.

3 Personalizedmusic recommendation system based on emotion
estimation

3.1 System overview

A system overview of this study is shown in Fig. 1. During outdoor activities, the emotion
predictor, which is installed on a smartphone as an application, predicts a user’s emotion
based on texts on the smartphone and transmits them to the server at the user’s home. The
server collects the transmitted emotion data, and selects a user’s representative emotion for

Fig. 1 System overview. The system consists of two parts: smartphone and server. The smartphone appli-
cation collects texts on a user’s smartphone and transmits them to the server. The server converts texts to
emotions by selecting representative emotions using emotion classification and plays music that matches the
user’s emotion
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the day by classifying this data. Once the user’s return has been detected, the server selects
music which matches the representative emotion from the user’s music pool on the server
and plays them through a connected audio system. The user can submit feedback on the
results of the smartphone application while the music is played. The music recommendation
performance is enhanced by assessing this feedback.

3.2 Text-based emotion estimation

This study aims to develop a system that works in the background to recommend music by
estimating a user’s emotion during everyday life. Therefore, an electroencephalogram-based
emotion recognition approach, which is a traditional and reliable method for predicting
human emotion, is not suitable for our system because it requires cumbersome equipment.
Questionnaire-based emotion estimation is also inappropriate due to the hassle of frequently
asking the user about their emotions. Instead of using cumbersome equipment or asking the
user about their emotions, we propose a method for estimating a user’s emotion based on
texts with other people on the user’s smartphone.

We first collected texts via push notifications from text message services on the user’s
smartphone, and picked only texts with words that existed in our word database. This
database, which is employed in [26], consists of pairs of English words whose emotion
has been estimated through a crowdsourced user study. To represent emotion quantita-
tively, the emotion of a word is defined as a two-dimensional coordinate, where x and y
coordinates correspond to arousal and valence, respectively, using Russell’s model [20], as
shown in Fig. 2. Consequently, the database consists of words and their two-dimensional
coordinates.

Fig. 2 Emotional words represented by a two-dimensional model consisting of arousal and valence axes
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3.3 Representative emotion estimation

We collected texts from push notifications on a user’s smartphone, and mapped them on
to Russell’s two-dimensional emotion space. Then, a number of texts are placed on this
space, as shown in Fig. 3. Among them, representative emotions should be selected to
be used for recommending music. To achieve this we employed a mean shift, which is a
density-based clustering algorithm. On the two-dimensional emotion space where the texts
are located, we calculated the mean shift vector of a text i, Vi , which indicates the direction
towards the local maxima of density, by using (1).

Vi = 1/C(j)
∑

pj − pi j ∈ N(i) (1)

where N(i), C(j), and pi denote the neighbors of i, the number of j , and the coordinate
of i on the emotion space, respectively. Once we had calculated the mean shift vector of
a text, we shifted the coordinate of this text along the vector. We then iteratively obtained
and shifted mean shift vectors until the updated coordinates converged. For all texts we
found their converged coordinates. We regarded these coordinates as the emotional modes
of the texts, and defined them as the representative emotions of the texts. Due to the non-
parametric characteristics of the mean shift algorithm, this method works appropriately on
multimodal distributions. However, some modes have relatively low densities compared to
other modes even though they correspond to local maxima. To avoid selecting these modes
as representative emotions, we considered the influence of mode mi by using (2).

f (mi) = C(j) ∗ C(n)/T 2 j ∈ N(mi), n ∈ S(mi) (2)

where C(x) denotes the number of x again, and T and S(m) are the number of all texts and
a set consisting of the elements which converge into mode m, respectively. We excluded
the modes of which the f () value is lower than a pre-assigned threshold for representative
emotions.

3.4 Emotion-basedmusic recommendation

Once a user’s emotion has been estimated based on texts, our system recommends music
that matches this emotion. To match music to a given emotion, we found the emotion of
musical tracks and selected music which has a similar emotion. To find the emotion of
musical tracks, we employed two approaches, as follows.

3.4.1 Expert-based approach

We employed a music database, which was generated by classifying music according to
emotions by experts. In this database, emotions are represented by emotional words so that
they can have a two-dimensional emotion coordinate and be utilized in our system. We
found the coordinates of words from the word database used in Section 3.2 and tagged
music with these coordinates.

3.4.2 Feature-based approach

We provided music recommendations for music that was not included in the database cre-
ated by experts. To achieve this, we predicted the emotion of a musical track by analyzing
the relationship between the features of music and emotion. We extracted acoustic features,
such as dynamics, timbre, harmony, register, rhythm, and articulation, from music by using
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Lee et al.’s method [14] and established a prediction model by using linear regression. To
find the emotion of a musical track, we obtained the emotional responses of volunteers by
asking them for their arousal and valence in a range from 1 to 9. Then we assigned the music
its average values and employed this as emotion coordinates.

Our system regards that the music matches a certain emotion as long as it is within a pre-
defined distance from the emotion, represented by emotion coordinates. In the case where
there is no music within this distance, we recommend the music which is nearest to the
emotion. For user convenience, our system provides several options for recommendations:
to recommend 1) music which matches all representative emotions, 2) music which matches
most representative emotions for which the value of Equation 2 is high, and 3) music which
is within a pre-defined distance from texts that belong to representative emotions. In our
system users can select an option according to their preferences.

Sometimes, users might want to listen to their favorite music regardless of their current
emotion. To reflect a user’s taste for certain music, our system receives user feedback by
using two options: play more or play less. Initially, our system assigns each musical track a
priority value of zero. If the user selects ”play more” as feedback the priority is increased
in increments of one up to 9. For ”play less” the priority is decreased in the same manner
down to -9. We utilized the priority value when calculating the distance between a musical
track and a representative emotion by using (3).

D(pm, pe) = kr × |pm − pe| (k < 1) (3)

where r is the priority value (integer), and pm and pe denote coordinates of music and
a user’s representative emotion, respectively. We used 0.9 as a value k which controls
the influence of the priority value. If a user prefers to play a musical track more or less,
the priority value affects the distance function so that the music is selected more or less
frequently.

4 Results

Our smartphone application (Fig. 3) was developed in the Android environment [1]. The
application stored the GPS coordinates of the user’s home and collected texts from the
notifications of the user’s text message services once their current coordinates were more
than a pre-defined distance from their home. Then it transmitted the texts to the server at
the user’s home. This procedure was continuously performed until the user returned home.

The server (Fig. 4) located at home was set up using a Raspberry Pi 3 [17] and Apache
Tomcat [2]. The server received texts from the smartphone application through HTTP-based
communication. The server application was developed using Python, and it converted texts
into emotion coordinates, which matched the words in the database described in Section 3.2,
and these were stored accumulatively during the user’s outdoor activities. When the user’s
home-coming was detected, by using GPS coordinates, the smartphone application noti-
fied the server. Finally, the server automatically played recommended music via an external
audio system which was connected through a 3.5 mm audio jack from the Raspberry Pi and
an AUX input jack to the audio system. The smartphone application displayed information
for the music which was played and received the user’s feedback. This feedback was trans-
mitted to the server to update the priority value of this music and utilized in further music
recommendations.
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Fig. 3 The smartphone application which transmits texts collected from notifications and displays informa-
tion on played music

Fig. 4 Server set up using a Raspberry Pi 3 and an external audio system
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5 Conclusions

In this paper, we introduced a system for recommending and automatically playing music
which matched a user’s emotion by using emotion estimation based on texts from the user’s
smartphone. To achieve this, we first obtained texts from the notifications of the text mes-
sage services on the user’s smartphone and converted them into two-dimensional emotion
coordinates, which consisted of arousal and valence values, by using a pre-studied word
database. Then, to find a user’s representative emotions from these words, we performed
mean shift clustering on the emotion coordinates, and selected the modes that had high influ-
ence factors as the representative emotions. We determined the emotions of the music by
using expert-based and feature-based approaches. This allowed our system to select music
whose emotion coordinates were close to the representative emotion and recommend them.
In this system, users could give feedback as to whether they wanted to play the recom-
mended music more or less according to their preferences, and this feedback was reflected
in further music recommendations.

In future work we plan to develop more accurate emotion estimation methods. Photos
taken on smartphones might enhance accuracy through facial expression and the mood of
the color. Also, smart watches equipped with built-in heart rate sensors might be able to give
information on when users are more aroused. We believe that these additional elements will
enhance emotion estimation accuracy.
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