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Abstract
This paper proposes a novel robust image watermarking scheme in Discrete Cosine Trans-
form (DCT) domain for active forensics. We investigate the relation between the positions
and the modification magnitudes of DCT coefficients and directions of texture blocks. By
exploring such relation, a direction-coefficient mapping is designed. First, the texture direc-
tion of each image block is estimated by Gabor filter. And then, according to the direction-
coefficient mapping, one watermark bit is embedded into each block along its texture
direction. Compared with existing schemes, the proposed method utilizes the direction fea-
tures of texture blocks better . Therefore, the improvements in watermarked image quality
and the robustness of watermark signal against image processing attacks are both achieved.

Keywords Active forensics · Robust watermarking · Gabor filter · Texture direction ·
Direction-coefficient mapping

1 Introduction

Digital forensics is a branch of forensic science encompassing the recovery and investiga-
tion of material found in digital devices, often in relation to computer crime. In recent years,
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based on needs of cloud computing and various privacy-preserving applications, the issue
of forensics in big data becomes vital and has gained increasing attention [22]. Two classes
of digital forensics have been developed recently, including active forensics and passive
forensics [11]. Hereinto, image watermarking is a branch of active forensics, by which the
data embedded in images can withstand various attacks while maintain the visual quality
of the image [14]. Robustness and transparency are the two main assessments to the water-
marking scheme [2, 16]. Usually, the watermark embedded in spatial domain shows worse
robustness than embedded in transform domain. So in order to achieve better robustness,
transform domains such as Discrete Wavelet Transform (DWT) domain [5, 10, 19], Discrete
Cosine Transform (DCT) domain [1, 7, 17] and Discrete Fourier Transform (DFT) domain
[12, 15, 21] are commonly used to embed watermark.

However, usually high robustness is accompanied by large modifications which will seri-
ously reduce the image quality [23]. In order to improve the image quality, the common
methods embed watermark into the complex texture areas. Cui et al. [4] generated just per-
ceptual weighting (JPW) standard in DWT domain to define the complexity of the texture.
Hsu et al. [8] developed a watermarking algorithm based on backward-propagation neural
network and DCT. Before embedding, they used just-noticeable difference (JND) model to
define the embedding strength for different texture features. Based on [8], Hsu et al. [9]
developed another watermarking scheme ensuring the high robustness while maintaining
the high invisibility.

Not only texture complexity, but also texture directionality is important in improving
visual quality [13]. The peak signal to noise ratio (PSNR) values of two compared blocks
in Fig. 1 are almost the same, but the visual quality of the right image is much higher than
that of the left image. So embedding the watermark along the direction of the texture can
greatly improve the visual quality. Recently, many schemes for adaptively embedding along
the texture direction have been proposed. Lou et al. [13] proposed a multi-bit watermarking
scheme based on human visual system (HVS) model in DCT domain. They used HVS model
to determine the embedding direction and the embedding position. However, they just con-
sidered three orientations. This cannot satisfy the multi-direction situation in natural image.
Hamid et al. [6] proposed to embed watermark according to the orientation of the block
which is indicated by the most significant DCT coefficients. However, they just roughly
divided the direction into five categories. Zhao et al. [24] designed a texture directionality-
based digital watermarking method in non-subsample shearlet transform (NSST) domain.
The singular values (SVs) of the sub-image with the most significant direction are chosen

Fig. 1 Left image: modifications along the direction; right image: modifications not-along the direction [13]
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to embed watermark. However, the original SVs are needed at the receiver side, so it is not
a blind extracting scheme.

In general, although the previous methods utilized the direction feature of the tex-
ture block, they only carried out a roughly angular division which can not be adapted to
the features of the image itself. So how to sufficiently explore the textural directions to
improve the performance of watermarking scheme is an interesting problem. In this paper,
we investigate the relation between the positions associated with modification magnitudes
of DCT coefficients and the texture directions of image blocks. By exploring such rela-
tion, a direction-coefficient mapping is designed, based on which we propose an adaptive
embedding method. Compared with existing schemes, the proposed method can better uti-
lize texture features, which guarantees the robustness and the transparency of the watermark
at the same time.

The rest of the paper is organized as follows. The proposed embedding and extracting
algorithms are elaborated in Section 2. Experimental results are given in Section 3 to show
the advantages of the proposed method, and finally this paper is concluded with a discussion
in Section 4.

2 Proposedmethod

2.1 The embedding algorithm

We will embed the watermark by modifying the DCT coefficients of the image block. To
adaptively modifying DCT coefficients, we define the direction-coefficient mapping which
describes the appropriate positions and modification magnitudes of DCT coefficients with
respect to the texture direction of an image block. For a cover image, it is first divided into
non-overlapped blocks of size 16 × 16, and then a set of Gabor filters with different angles
is used to estimate the texture direction of each block. One watermark bit will be embedded
into each block by modifying the DCT coefficients according to the direction-coefficient
mapping. The embedding procedure is shown in Fig. 2.

2.1.1 Direction-coefficient mapping

As mentioned above, the direction-coefficient mapping that reflects the relationship
between direction feature and DCT coefficients is an essential part in our algorithm, based
on which the modifications of corresponding DCT coefficients will preserve the feature of
the texture direction. Since the blocks with the same direction may correspond to different
texture widths, in order to achieve adaptive embedding, we need to fit both the width of the
texture and the direction of the texture.

Fig. 2 The framework of the embedding processes
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(a) (b)

Fig. 3 The template images

To determine the relationship between the DCT coefficients and texture direction, we
generate binary template images of size 16×16 with n different texture directions, and then
execute DCT to these templates. For each template, the positions of k coefficients with the
biggest absolute values are recorded. We think that the coefficients in these k positions have
main contribution to exhibit the present texture direction.

In order to reduce the error rate of direction judgement, the angle interval of two
adjacent templates should not be too small. On the other hand, to meet the demands of
self-adaptability, the angle interval should not be too big. So in this paper, the number of
templates n is set to 6, the angle is set to θ (θ ∈ [0◦, 30◦, 60◦, 90◦, 120◦, 150◦]), and the 6
templates are shown in Fig. 3a. Taking k = 4 as an example, we reconstruct the templates
by only keeping the k main coefficients. The reconstructed images in Fig. 3b show that the
main coefficients we selected for each template can indeed determine the corresponding
texture direction. It’s obvious that modifications on different DCT coefficients will produce
different texture features in the spatial domain. So we need to determine the corresponding
DCT coefficients for different texture directions including the position and the ratio of these
coefficients. After performing DCT to the n templates, we record the biggest k coefficients
with absolute values for a certain template. Modifying along the corresponding position will
produce the same texture direction feature just the same as the template.

As mentioned above, the same direction may have different texture widths. To esti-
mate the width of the texture, we generated 3 template images with the line width of 2,
4 and 8 where the size of the template is 16 × 16. Then we perform DCT on these tem-
plates. For each template, the positions of k coefficients with the biggest absolute values
are recorded. Figure 4 shows the DCT coefficient matrix corresponding to different width
template images. The brighter part of DCT matrix in Fig. 4 corresponds to a larger value
of magnitude. It can be seen that the templates with the same angle but different width
corresponding to different k main coefficients’ positions. So we can judge the width by cal-
culating the sum of the of k coefficients’ absolute values at the corresponding positions.
For a given angle θ , assume the k DCT coefficients of the image block to be embedded

Fig. 4 The templates and corresponding DCT matrixes with different widths
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corresponding to width ω are {Cω
1 , Cω

2 . . . , Cω
k }. So the texture width can be determined

by

ω = arg max
ω∈[2,4,8]

k∑

i=1

|Cω
i | (1)

Besides the positions of the k main coefficients, we should get to know the proper modifi-
cation strength on the DCT coefficient in each position as well, for which we define relative
modification magnitude (RMM). For a given angle θ and texture width ω, we assume the
k main DCT coefficients in the corresponding template images are {Dω

1 , Dω
2 , . . . , Dω

k }. Let
Dmax = max{|Dω

1 |, |Dω
2 |, . . . , |Dω

k |}, and we denote the RMM in the ith position for angel
θ by Rθ

i which is defined as

Rθ
i = Dω

i

Dmax

, 1 ≤ i ≤ k . (2)

Note that RMM may be negative. Taking θ = 30◦, ω = 4 and k = 4 as example,
we use the second template image in Fig. 4 to get the 4 main coefficients at positions
{(4, 2), (4, 3), (5, 3), (4, 4)} with values equal to {4.07,−1.96,−3.63,−2.29}. With (2),
the corresponding values of RMM are {1,−0.48,−0.89,−0.56}. The direction-coefficient
mapping consists of the positions of main DCT coefficients and the corresponding RMM
values. In Table 1, we list the direction-coefficient mapping for 6 angles when taking k = 4.

2.1.2 Texture direction analysis

We use Gabor filter to obtain the texture direction feature of a certain image block. One 2-D
Gabor filter is illustrated as

g(x, y; σx, σy, ω, θ) = 1

2πσ 2
x σ 2

y

e
− 1

2

(
x′2
σ2
x

+ y′2
σ2
y

)

cos(ωx′), (3)

where x′ = x cos θ + y sin θ and y′ = −x sin θ + y cos θ . θ indicates the rotate angle,
x and y are horizontal and the vertical index of the pixel, σx and σy are their corre-
sponding standard deviations of Gaussian kernel. The angle intervals for filter are set the
same as the direction-coefficient mapping. So we use 6 Gabor filters with the angle of
θ ∈ [0◦, 30◦, 60◦, 90◦, 120◦, 150◦] to filter the image and then divide them into blocks of
size 16 × 16. Let B denotes a certain block and Bθ denotes the Gabor filtered image block
with angle θ . As shown in Fig. 5, when the filter angle matches with the texture direc-

(a) (b) (c) (d)

Fig. 5 The image filtered by Gabor filter with different angles
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tion, the corresponding region in the filtered image will yield high intensity. Therefore, we
estimate the texture direction of the image block B with the following equation.

θ = arg max
θ

∑

x,y∈[1,16]
Bθ(x, y), (4)

where Bθ(x, y) is the pixel intensity at position (x, y) in the image block Bθ .

2.1.3 Adaptively embedding

Firstly we should transform the watermark into one dimensional bit sequence which is to be
embedded into the image blocks. Note that each image block only accommodates one-bit
message. To embed watermark bit w into the certain block B, we first perform DCT on the
block B and estimate the texture direction with (4), which is denoted as θ . According to θ ,
query the k positions and RMM values in the direction-coefficient mapping table such as
Table 1. Denote the i DCT coefficients as Di with the corresponding RMM values as Rθ

i

for 1 ≤ i ≤ k. We embed 1 bit watermark w into B by modifying the k DCT coefficients in
the following manner [3].

⎧
⎪⎪⎨

⎪⎪⎩

�i =| � × Rθ
i |

f0(Di) = round(
Di+ �i

4
�i

) × �i − �i

4

f1(Di) = round(
Di− �i

4
�i

) × �i + �i

4

, (5)

D′
i =

{
f0(Di), if w = 0
f1(Di), otherwise

, (6)

where � is the quantization step size. Larger � will result in strong robustness but poor
image quality. After the coefficients are modified, IDCT is performed to generate the mod-
ified image block B ′. We repeat the procedure until all the messages are embedded. The
embedding processes is described as Algorithm 1.

Algorithm 1 Embedding Algorithm

Require: Image , direction-coefficient mapping, watermark , quantization step size .
Ensure: Watermarked image .
1: Generate the bit sequence to be embedded from watermark .
2: for all 0 30 60 90 120 150 do
3: Perform Gabor filter with to the image to obtain filtered image ;
4: end for
5: Divide the image into 16 16 non-overlapped blocks.
6: Estimate the texture direction of each block with (4).
7: Estimate the texture width of each block with (1).
8: for all do
9: Modify the DCT coefficients with (5, 6);
10: Generate the modified block ;
11: end for
12: Generate the watermarked image by collecting all the modified blocks.
13: returnWatermarked image .



8082 Multimedia Tools and Applications (2019) 78:8075–8089

2.2 Extracting algorithm

The extracting algorithm is an inverse procedure of the embedding algorithm. We first divide
the watermarked image I ′ into 16 × 16 non-overlapped blocks and estimate the texture
direction of each block. For each block B ′, do DCT and get the k main DCT coefficients
and RMM values according to the estimated direction θ and direction-coefficient mapping
table. And then we can extract one bit from the block B ′ with (5), (7) , (8) and (9).

{
t0i = (D′

i − f0(D
′
i ))

2

t1i = (D′
i − f1(D

′
i ))

2 (7)

wi =
{ −1 × Ri, if t0i ≥ t1i

1 × Ri, otherwise
(8)

w =
⎧
⎨

⎩
1, if

k∑
i=1

wi ≥ 0

0, otherwise

(9)

The extracting processes is described in Algorithm 2.

Algorithm 2 Extracting Algorithm

Require: Image , direction-coefficient mapping, quantization step size .
Ensure: Watermark .
1: for all 0 30 60 90 120 150 do
2: Perform Gabor filter with to the image to obtain filtered image ;
3: end for
4: Divide the image into 16 16 non-overlapped blocks.
5: Estimate the texture direction of each block with (4).
6: Estimate the texture width of each block with (1).
7: for all do
8: Extract one bit from with (5), (7), (8) and (9);
9: end for
10: Generate the watermark from the extracted bit sequence.
11: returnWatermark .

3 Results and analysis

3.1 Setting of the parameter in direction-coefficient mapping

In the direction-coefficient mapping, we record the k contributed DCT coefficients for each
texture direction. It is worth noting that the number k will affect the transparency and robust-
ness of the watermark. The increase of k is accompanied by an enhancement in robustness
but a decrease in visual quality. To determine the optimal number, we perform a series of
experiments with different k in the image adtabase [18] which consists of 96 images. When
the embedding process is finished, the attack by combining Gaussian noise and JPEG com-
pression is performed to the images. Then we extract the watermark from the attacked image
to calculate the bit error rate (BER) value.
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(a) (b)

Fig. 6 The results in different settings

Figure 6a indicates the PSNR values for different k. With the increase of k, more coeffi-
cients of the original image are modified and thus the image quality will decrease. It is easy
to see that PSNR does decrease with the increase of k, but slope of PSNR slows down when
k ≥ 4.

Figure 6b shows that the BER values do not increase continuously and a minimum value
appears at k = 4. The reason can be summarized as that with increase of the number of
contributed DCT coefficients, the quantization step size �i’s of these increased coefficients
are getting smaller and the ability against attacks is even worse. So the increase of the
coefficient number does not necessarily enhance the robustness.

Therefore, for both visual quality and robustness, k = 4 is the best choice.

3.2 Comparison with previous methods

In this section, we show and discuss the experiments results. The proposed method is applied
on a variety of images. A random binary message of length 1024 bits was embedded into
each image. Specifically, we set the quantization step � as 55. Figure 7 shows the exam-
ples of original images and the corresponding watermarked images. We use PSNR and the
structural similarity (SSIM) index [20] to measure the quality of the embedding image, the
PSNR and SSIM values of 8 watermarked images are shown in Table 2. To measure the
robustness of watermarking schemes, BER was computed as the assessment for comparison
with other schemes under various of attacks.

We compare the proposed scheme with three state of the art watermarking schemes (Lou
et al. [13], Hamid and Wang [6], Zhao et al. [24]). For fair comparison with other schemes,

Fig. 7 Upper image: original images; bottom image: watermarked images
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PSNR values of the embedded images are set to the same level of 44 ± 0.1dB. Five kinds of
attacks, Gaussian noise with variance ranging from 0 to 0.003, JPEG compression with qual-
ity factor (QF) varies from 20 to 100, upper-left cropping with size of {1/16, 1/8, 1/4, 1/2},
scaling attack with proportion {0.5, 0.75, 1, 1.25, 1.5} and different kinds of filter attack
include Gaussian filter, median filter, average filter and wiener filter are used to estimate
the performance of the proposed scheme.
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Fig. 8 Robustness against different attacks
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Figure 8a indicates the average BER values of different schemes. It’s easy to see that
our algorithm has good performance than other methods when quality factor (QF) is above
20. The BER value is at least 0.15 lower than the other algorithms. When the qual-
ity factor (QF) is beyond 50, the BER value of the extracted watermark is smaller than
0.05. So it is obviously that the influence of JPEG compression on the proposed method is
very small.

Figure 8b shows the BER values of different schemes after rescaling operation. The
rescaling size range from 0.5 to 1.5. The BER value of proposed scheme is about 0.1 lower
than other algorithms. When the rescaling size is bigger than 0.75, the average BER value
of proposed method is below 0.1. But the small size rescaling will affect a lot to our scheme.

The robustness in resisting upper-left cropping attack of different schemes is shown as
Fig. 8c. The cropping size is doubled as a step increase. We can see that when the cropping
size is small than 1/8, the proposed scheme is almost unaffected. But when the cropping
size is bigger than 1/8, the extraction will be greatly affected.

Figure 8d indicates the ability to resist Gaussian noise attack of different schemes. We
can see that the proposed scheme is robust to Gaussian noise attack. The BER value of
proposed scheme is about 0.05 lower than other algorithms when the standard deviation
is small than 0.15%. But when the standard deviation is bigger than 0.15%, the proposed
scheme gets bad performance compared with other schemes. Because the Gaussian noise is
heavily influence the texture feature of the block, so both the direction and the texture width
are badly affected which result in the big BER values.

Figure 8e shows the BER values of different schemes with different filter attacks. We
can see that although the proposed scheme is about 0.05 lower than other algorithms, the
BER value is higher than 0.15 which means the proposed algorithm cannot be very effective
when facing filter attack.

4 Conclusion and discussion

This paper proposes a new scheme of digital watermarking for active forensics which can
make full use of the direction feature of the images. We design a direction-coefficient map-
ping which reflects the relations between direction features and DCT coefficients. Based
on the mapping, the image blocks will keep the desired directional features when modify-
ing the corresponding DCT coefficients. This is the key to ensure that the image still has
a good visual quality after embedding the message. The experiments show that under the
premise of good visual quality, the proposed algorithm performs better against many types
of distortions than other schemes in most cases. It is noteworthy that the proposed algorithm
is relatively weak in terms of resisting Gaussian noise attack. So our future work will be
improving the robustness against noise attack.
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