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Abstract
As the underlying database schemas become larger and more complex, it is difficult for casual
users to understand the schemas and contents of databases. Therefore, it has become an
essential task to summarize the database schemas. However, most prior approaches pay little
attention to the topological characteristics between tables, ignore the effect of the user
feedback, and fail to accurately predict the number of clusters in the output. This seriously
limits their accuracy of schema summarization. To deal with the problems, we propose a new
schema summarization method based on a graph partition mechanism. First, we introduce a
novel strategy to construct a similarity matrix between tables, which is based on the topology
compactness, content similarity and query logs. Then we provide a calculation formula for
table importance and a detection scheme of the most important nodes in local areas. Both are
used for selecting the initial cluster centers and predicting the number of clusters in the graph
partition mechanism. Finally, we evaluate the proposed method over the database TPC-E, and
results demonstrate that it achieves high performance in summarizing accuracy.

Keywords Graph partition . Relational database . Schema summarization . Spectral clustering

1 Introduction

The amount of available structured data grows rapidly [1, 10]. There are hundreds of inter-
linked tables in relational databases in enterprises, government agencies, and research organi-
zations. In addition, the underlying database schema has become more complex and its scale
has become larger than ever [3, 23, 24]. It is a substantial barrier for new users to learn about
the structures, contents and features of these databases, and also a difficult and daunting task to
retrieve the desired information [13, 26]. Schema summarization in relational databases is an
effective and proven technique to improve the usability of databases. It aims to categorize the
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tables which have the similar topics into the same cluster. A user can get the basic knowledge
about the information and data distribution in databases by using the subject clusters [8].
Therefore, schema summarization in databases has emerged as a hot research topic [12, 30].

In recent years, substantial research effort has been attracted in the database schema
summarization and a number of methods have been developed [2, 9, 18]. Unfortunately, most
of them neglect the effect of the user preferences and the topological property of tables in the
entire spatial distribution. The efficiency and accuracy of the results can not be guaranteed. In
addition, the existing studies fail to develop an effective algorithm for predicting the number of
subject clusters and then it is necessary to provide a parameter’s setting method. Overall, the
quality of results is greatly influenced by human factors.

In reality, an enterprise database always has a huge number of inner-linked tables [27]. Users
unfamiliar with the database must expend effort to comprehend the database schema before
being able to interact with it. Here we give an example of application from real-world scenarios.
A user who wishes to find out all the securities issued by the company ABVolvo and traded on
New York Stock Exchange in the TPC-E database, has to study such a complex schema and
filter away irrelevant information about AB Volvo, New York Stock Exchange and securities.
This problem is aggravated for more complex schemas, especially when documentations are
incomplete or missing. This has led to an urgent need for automatic methods to summarize the
database schema called schema summarization which is an effective method to reduce the
database schema complexity and provides a succinct overview of the entire schema for users, so
that users can determine at a glance the type of information the database contains, and how the
tables in the database are organized. Although the existing approaches preliminarily solve the
problem above, very few of them analyze comprehensively the factors affecting the summa-
rizing accuracy, thus the accuracy of the methods needs to be further improved. For instance,
[28, 30] only consider the contents inside the databases but do not take into account the effect of
the information in query logs during the process of summarization. Their average accuracies are
only 52 and 64% respectively (see Section 5). At present, it is extremely desirable to have a
method with high accuracy in this area. In fact, a more accurate summarization result can
provide users with more accurate information to help them significantly reduce the time in
understanding an unfamiliar system. After analysis, there are three important factors which are
critical for the accuracy of summarization results: 1) structure; 2) contents; 3) query logs. This
paper starts with the above three factors and puts forward the theoretical formulas, which
provides users with a more accurate summarization method. It can help users to find relevant
information in a large database quickly and precisely. This is our intention to study the approach
GP-RDSS (Relational Database Schema Summarization based on Graph Partition).

The core of our approach is the usage of a suitable graph partition mechanism-Spectral
Clustering, which is a kind of classic method and has been applied in the social network field
with tremendous success [17, 20]. A database is usually materialized as a schema graph that
captures the tables and their relationships with nodes and edges [11]. With this representation,
a graph partition method can be employed in the database schema summarization, thus the
schema summarizing process is heavily affected by the topology potential and contents of
tables. Furthermore, the effect of user preferences on the schema summarization is introduced
for the first time in this paper to further improve the accuracy of the method.

The major contributions include the following:

(1) We propose GP-RDSS, a novel schema summarization method based on a graph
partition mechanism and characteristics of relational databases.
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(2) We design a comprehensive strategy of similarity matrix construction by simultaneously
taking into consideration the topology compactness, content similarity, and user
feedback.

(3) We present a formula to evaluate the table importance, which is achieved through
analysis of the inherent structures and contents of tables and feedback information in
the query logs. Then a scheme is proposed to precisely select the initial cluster centers in
the graph partition mechanism.

(4) We conduct extensive experiments on the real data set TPC-E benchmark to verify the
effectiveness of the method GP-RDSS.

2 Related works

Recently, schema summarization has been investigated extensively and some baseline solu-
tions have already been proposed [4, 15, 19, 22, 25, 28, 30]. Existing studies can be broadly
classified into three types [7]. The first one focuses on the ER model abstraction. It aims to
cluster ER entities into abstract entities by calculating the semantic similarity between entities.
More precisely, this type of methods can be grouped into two categories: entity clustering and
entity abstraction. The entity clustering method partitions the entities into different classes and
selects the most important entity to represent the entire class. The entity abstraction method
utilizes an iterative algorithm. It deletes one or more least important nodes from the schema
graph at each iteration until the number of nodes in graph reaches a certain threshold. An
abstract conceptual model can be formed in this way. The second one focuses on the XML
data. Generally, the XML data has no fixed schema. It is hard to use and comprehend. So
schema summary is helpful for data browsing and query optimization. According to the
structural character of XML data, it generates a condensed schema tree as the summarization
for the hierarchical data model. Space limitations preclude discussing them in more detail, so
we restrict the attention to the third one which summarizes schema on a relational database.
Unlike above two data models, however, a relational database usually contains hundreds of
tables and there isn’t semantic information attached to the edges between tables. Therefore, the
above methods are not applicable or satisfy completely in the relational schema summariza-
tion. Accordingly, it has led to an urgent need to design a summarization method for relational
database schemas. Yu et al. formally define the notion of schema summary for the first time
and develop a Balance-sum algorithm which can automatically generate the high-quality
results according to the summary importance and summary coverage [30]. In order to improve
the robustness and scalability of the summary system, Wu et al. design and realize a novel
discovery system iDisc based on the above research and a multi-strategy learning framework
[22]. Yang et al. put forward a new importance calculation method using a random walk model
and information entropies of attributes, then they define a metric space over the tables [28]. On
this basis, they construct a Weighted k-center algorithm to summarize the relational databases
and the accuracy of the result is further improved. In order to make schema summarization
methods avoid being impacted by high-degree tables and adapt to large-scale databases, Wang
et al. introduce community detection methods to summarize database schema into multiple
levels and effectively settle such problems [19]. The above methods help users get an overall
picture of the database. However, the foreign/primary key relationships are not contained in the
summary. And for this, Yang et al. introduce a novel concept which called summary graph to
circumvent the limitations of above approaches [29]. Unlike previous summarization methods,
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Sampaio et al. propose a new model of relational schema summarization, based on the notion
of context, which is well designed, structurally simple and complete [12]. Motivated by the
above observation, Yuan et al. develop a three-step schema summarization method based on
label propagation [31]. The approach first uses a kernel function to measure the table similarity
by considering several relevant features and then exploits label propagation algorithm to
automatically create a schema summary, which is more effective than the existing methods.

Unfortunately, these solutions suffer from several key limitations. First, they do not make
full use of the structures and content characteristics of databases, and do not reflect the user
preferences in the process of schema summarization at the same time. Moreover, the above
methods do not provide an effective algorithm for predicting the number of subject clusters.
Before performing the algorithm, users have to set the relevant parameters and the quality of
results is influenced by human factors. In short, the solutions proposed so far are not effective
and reliable enough for wide spread use. To address the above-mentioned issues, this paper
presents a schema summarization method based on a graph partition mechanism, and the
accuracy of the summarization results is significantly improved.

3 Overview of our approach

3.1 Preliminaries

Before going on, we need to introduce several notations in Table 1 and then give the
definitions used in the paper.

Definition 1 (Schema graph) Given a databaseD, the schema graph of D is a directed graph
G(V, E), where:

– V = {v1,⋯, vn| n > 1} is a set of nodes, each vi represents a table of the database.
– E ¼ evi→v j jvi; v j∈V

� �
is a set of edges, each evi→v j represents the primary-foreign key

relationship between tables represented by nodes vi and vj.

Table 1 Notations

G(V, E) a schema graph
C = {C1,C2,⋯,Ck} a schema summarization with size k
D a relational database
cij the topology compactness between vi and vj
|vi| the number of tuples in vi
ldij the logical distance between vi and vj
σ an impact factor
C the topology compactness matrix
s1(Ti, Tj) the names similarity between Ti and Tj
Ti. Am an attribute-column of Ti
s2(Ti, Tj) the content similarity between Ti and Tj
S the content similarity matrix
AD the similarity matrix
count(Ti, Tj) the number of occurrences of Ti and Tj in the same log record
AFinal the similarity matrix after adjustment
If(Ti) the table importance of Ti
φ(Ti) the topology potential of Ti
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Fig. 1 shows the subset of the TPC-E schema

Definition 2 (Schema summarization) Given a database D with a set of tables T1, T2,⋯, Tn,
the summary of D with size k is a k-partition C = {C1,C2,⋯,Ck} over the tables in D, each
partition Ci ∈C is composed of a set of tables which have the same topic, ∀Ci, Cj ∈C, Ci∩
Cj = ϕ, (i ≠ j) and ∪ki¼1Ci ¼ T1; T2;⋯; Tnf g.

For example, part of the schema summarization results on TPC-E is illustrated in Fig. 2.
Note that it contains 17 tables which can be divided into 4 clusters: Broker, Customer, Market,
and Dimension. Tables in the same cluster apparently belong to the same topic.

3.2 Architecture

Schema graph representations are particularly natural when modeling databases. Inspired by
this fact, we introduce an optimal graph partition idea in the research to put forward a schema
summarization method GP-RDSS. The architecture of GP-RDSS is depicted in Fig. 3.

Input module. The inputs of GP-RDSS will be in three parts, the database itself (the schema
graph and contents) and query logs.

Similarity matrix construction module. Based on the above inputs, we construct a similarity
matrix with topology compactness and content similarity. In addition, we make some adjust-
ments to the matrix by analyzing the query logs.

Initial cluster centers detection module. In this module, we define a calculation formula of
table importance based on the research about the topology relationship, content similarity, and
frequency-of-occurrence in a query log. And then we put forward a scheme to detect initial
cluster centers.

Output module. Finally, it returns several subject clusters.

4 Graph partition-based Schema summarization

In generally, a relational database can be modeled as a schema graph or data graph. It
provides researches with a formal model which is convenient for further study. In this
paper, we model a relational database as a schema graph and categorize tables into
different subject clusters on this model. Consequently, the problem of schema summa-
rization can be solved effectively.
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Fig. 1 Part of the schema graph of
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4.1 Construction of similarity matrix

Spectral clustering is known to be a sophisticated graph partition mechanism. It has been widely
applied in many fields because of the good robustness and global optimization. Inspired by its
success, we introduce the spectral clustering algorithm in the process of schema summarization.
The core of this algorithm is to construct the initial matrix, that is the construction of similarity
matrix in this paper. It is generally known that whether reasonable construction of the initial matrix
directly affects the clustering quality. Similarly, the effective construction of similarity matrix is
one of the key factors to improve the accuracy of the schema summarization results. Through the
extensive investigation and analysis of influence factors of similarity between tables, this paper
puts forward the construction strategy of the similarity matrix. The strategy considers not only the
structure and content information, but also the influence from query logs. Therefore, it can
calculate the similarity between tables more accurately, which becomes the basis for improving
the accuracy of the schema summarization results.

4.1.1 Topology compactness

In this section, we exploit the topology potential to measure the topology compactness [5]. For
a schema graph G(V, E), the calculation formula of topology compactness between two nodes
is shown in (1):
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cij ¼
vij j⋅ v j

�� ��⋅exp − ldij=σ
� �2� �

ldij≤ 3σ=
ffiffiffi
2

pj k
i≠ j

0 ldij > 3σ=
ffiffiffi
2

pj k
i≠ j

0 i ¼ j

8>><
>>:

ð1Þ

Where |vi| is the number of tuples vi contains. σ denotes a factor used to determine the
influence sphere of nodes. ldij is the path length between vi and vj in G. Based on the properties
of Gaussian formulae, if the ldij between nodes vi and vj is larger than 3σ=

ffiffiffi
2

p
 �
, the topology

compactness between them is close unlimitedly to 0.
Note: If a path from vi to vj contains a physical table (i.e., a table that consists only of the

primary keys of the participating tables) then we remove the additional relationship during the
calculation processes of the logical distance. For example, let |P| be the amount of physical
tables on the path from vi to vj and fdij be the physical distance on the path, then ldij = fdij − |P|.

By the formula (1), the topology compactness matrix C is constructed.

C ¼
0 c12 ⋯ c1n
c21 0 ⋯ c2n
⋮ ⋮ ⋱ ⋮
cn1 cn2 ⋯ 0

2
664

3
775

4.1.2 Content similarity

Having discussed the structural relationship between tables, we now turn to the discussion of the
information such as tuples and attributes in tables which also affect the schema summarization.
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Fig. 3 GP-RDSS architecture
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The analysis needs to take into consideration both the names similarity and value similarity.
Names similarity is one of the most critical influences. In particular, it consists of two parts, of
which one is the table names similarity, and the other is the attribute names similarity. Vector

Space Model is used to compute the names similarity [16]. First, a vector Ni
�!

for table Ti is

constructed, the elements of vector Ni
�!

are table names and attribute names of table Ti. Then
the names similarity is calculated by (2).

s1 Ti; T j
� � ¼ Sim Ni

�!
; N j
�!� �

¼ Ni
�!⋅N j

�!
= j Ni

�!j⋅j N j
�!j

� �
ð2Þ

Next, we’ll examine how content similarity is affected by the value similarity. The main steps
are as follows:

1. Compute the content similarity between attribute-columns of two different tables with
Jaccard function

J Ti:Am; T j:An
� � ¼ jTi:Am∩T j:Anj=jTi:Am∪T j:Anj ð3Þ

Where Ti. Am(Tj. An) is an arbitrary attribute-column of table Ti(Tj).

2. Use a greedy strategy to test the matched attribute pairs [22]. Then assign different
weights to attribute-column pairs according to Ti. Am

’s and Tj. An
’s coefficients of variation

(we defer a detailed discussion about the coefficient of variation to Section 4.2.1).

a. Initialize the set Z to ϕ, Ti. A(Tj. A) contains all attributes in Ti(Tj).
b. Look up and select the attribute pair (Ti. Am, Tj. An) with the maximum J(Ti. Am, Tj.

An), Ti. Am ∈ Ti. A and Tj. An ∈ Tj. A.
c. Z← Z ∪ {(Ti. Am, Tj. An)}, then remove Ti. Am(Tj. An) from Ti. A(Tj. A).
d. Loop to the steps b and c until there are no more attribute pairs with Jaccard distance

greater than 0.
3. Calculate the similarity using the method of weighted arithmetic mean.

s2 Ti;T j
� � ¼

1

Zj j ∑ Ti:Am;T j:Anð Þ∈Zmax T i:Am;T j:An
� �

⋅J T i:Am; T j:An
� �

i≠ j

0 i ¼ j

8<
: ð4Þ

|Z| denotes the number of elements contained in the set Z, Ti. Am(Tj. An) is Ti. Am
’s (Tj. An

’s )
coefficients of variation.

sij ¼ α⋅s1 Ti; T j
� �þ 1−αð Þ⋅s2 Ti; T j

� � ð5Þ

Motivated by the above analysis, the content similarity matrix S can be obtained:

S ¼
0 s12 … s1n
s21 0 ⋯ s2n
⋮ ⋮ ⋱ ⋮
sn1 sn2 ⋯ 0

2
664

3
775

Finally, we get the similarity matrix AD = β ⋅ C + (1 − β) ⋅ S by integrating the matrices C and
S. α and β are balance factors to modulate the weights of influence factors. Here, we exploit
the maximum entropy principles to assign them the same weight (1/2).
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4.1.3 Adjustment of similarity matrix

The traditional approaches of schema summarization are exclusively focused on databases
self-contained information. They categorize the tables with same topic into the same cluster,
but do not take the query logs into consideration. Compared with traditional methods, we
introduce the query logs into the process of schema summarization which can achieve a more
meaningful and valuable result. We use the following boosting function (6) to adjust the result.

boostlog T i; T j
� � ¼ exp log count T i; T j

� �� �
=log max countð Þð Þ� � ð6Þ

where count(Ti, Tj) makes statistics of tables Ti and Tj appearing in the same entry and
max(count) is its maximum.

According to the analyses above, we put forward the following strengthening function as
shown in (7), if tables Ti and Tj appear in a log entry at the same time, the compactness score
between them should be strengthened; otherwise, the compactness score will remain unchanged.

AFinal ¼ AD Ti; T j
� �

⋅boostlog
�
Ti; T j

�h in
i; j¼1

ð7Þ

4.2 Detection of cluster centers

To solve the problem that the number of clusters in the schema summarization results can not
be predicted accurately, this section proposes an algorithm for detecting initial cluster centers.

4.2.1 Calculation method of table importance

During the process of detecting the initial cluster centers, the biggest challenge is to evaluate
the importance of each table in a comprehensive and reasonable way. After calculating the
importance of all the tables, we further design a detection schema to discover the most
important tables in local areas as the initial center points of spectral clustering.

Since tables are in a complex topology, when calculating the importance of a table, we
should consider not only its structure and content information, but also the impacts from other
neighbor tables. Evidently, if the neighbor tables of Ti have high importance, the importance of
Ti will be relatively high as well. In general, the table importance can be divided into two parts:
the intrinsic importance Ib(Ti) and the dependent importance Id(Ti) of the table, as shown in (8):

I f T ið Þ ¼ Ib T ið Þ þ Id T ið Þ ð8Þ
The intrinsic importance Ib(Ti) is closely related to the intrinsic properties of the table Ti,
including the size of Ti, the information contained in Ti, the distribution of Ti in the database
and the user feedback. The formula is shown as follows:

Ib T ið Þ ¼ logjTij þ φ Tið Þ þ ∑Ti:Am∈Ti:AT i:Am
� �

⋅exp tf T ið Þð Þ ð9Þ

where ∣Ti∣ is the number of tuples in table Ti and the importance of a table is proportional to
its size. The topology potential φ(Ti) of table Ti is defined as follows:

φ Tið Þ ¼
∑
n

j¼1
jTij⋅jT jj⋅exp − ldij=σ

� �2� �
ldij≤ 3σ=

ffiffiffi
2

pj k

0 ldij > 3σ=
ffiffiffi
2

pj k
8><
>: ð10Þ
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Ti:Am ¼ S=Am � 100% is the coefficient of variation of attribute Am in table Ti. It is a
statistic which can be used to measure the extent of variation. Map the attribute values to a set of

integers in ascending order. S is standard deviation and Am is average of the mapped values.
exp(tf(Ti)) reflects the effect of user query on the table importance: tf(Ti) is the number of

occurrences of table Ti in query logs.
The latter part of (8) shows that the table importance is related to other neighbor tables:

Id T ið Þ ¼ ∑
n

j¼1
AFinal Ti; T j

� �
⋅Ib T j

� � ð11Þ

Where AFinal(Ti, Tj) is the similarity between the tables Ti and Tj. Ib(Tj) is the intrinsic
importance of table Tj.

Further normalization is carried out to get the final measure of table importance.
NI Tið Þ ¼ 2� sigmoid I f T ið Þ� �

−0:5
� � ð12Þ

Where sigmoid(If(Ti)) = 1/(1 + exp (−If(Ti)))

4.2.2 Detection algorithm

It is intuitively plausible that the important tables are more likely to be regarded as the initial cluster
centers. Users can have a basic understanding about the clusters through these tables. However, it is
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not reasonable to simply select the top-k important tables as the initial cluster centers. Because the
above method is no longer applicable when two important tables are in the same cluster. In order to
solve this problem, this paper proposes a schema to select the most important table in every local
area as a cluster center [21]. The complete algorithm is presented as follows.

Step 1 initializes the sets R and I. In steps 2-5 of this algorithm, we calculate the importance of
each node in the database schema graph according to (12), then in step 6 we sort the results in
descending order and put them in the queueQ. In steps 7-8, the head element q1 is dequeued from
the queue Q, then we mark q1 ‘visited’ and put it into the set R. Steps 9-11 mark q1's neighbors
‘visited’. In steps 12-18, the current head element q is dequeued from the queueQ and its neighbors
are marked. Determine whether q has been marked, if q has not been marked, we put it into the set
R and mark it. Finally, the algorithm returns the set R as the output.

4.3 Schema summarization algorithm

After constructing the similarity matrix and detecting the initial cluster centers, we can
summarize schema via spectral clustering. The detail of schema summarization is as shown
in Algorithm 2.

In step 1, for every two tables in G, we need to calculate the similarity between
them, and the corresponding time to construct the matrix AFinal(vi, vj) is O(n2). The
time complexity of step 2 is O(n). Step 3 can be implemented based on the Algorithm 1,
whose time complexity is O(n). The overall time complexity for steps 4-5 is O(n3). In
summary, the total time complexity of Algorithm 2 is O(n3), where n is the number of
tables in the database schema graph G.

5 Experiments

We have systematically evaluated the schema summarization method GP-RDSS over
TPC-E benchmark dataset [14]. We design and perform a series of experiments along
different dimensions to verify the effectiveness of our method: First, the rationality and
precision of the calculation formula for table importance in this paper are confirmed.
Then we summary the database with GP-RDSS and examine the validity of the method
by comparing with the predefined classification. Besides, we have validated that the
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detection scheme of initial cluster centers and user feedback play important roles in the
schema summarization. At last, we compare our approach against the existing state-of-
the-art approaches: Balance-sum [30] and the Weighted k-center [28]. The results
strongly indicate that the method GP-RDSS achieve better effectiveness and the gen-
erated summaries are more helpful.

5.1 Data set and environment setup

TPC-E benchmark data set is provided by Transaction Processing Performance Council (TPC)
to measure the performance of On Line Transaction Processing (OLTP) systems. It uses the
data from the U.S. census and the New York Stock Exchange to generate people’s names and
company information. TPC-E consists of 33 tables that are grouped into four categories:
Customer, Broker, Market, and Dimension. Category Customer is composed of customer-
related information; Category Broker includes the data related to brokers; the data in Market is
related to the exchanges, companies and securities; Dimension contains generic information.
The TPC-E database contains 12 transactions which reflect the usage of the database, we use
the transaction log as the query log for TPC-E. Moreover, we generate the TPC-E database
using EGen_v3.14 which is a software package provided by TPC, with parameters as follows:
Number of Customers = 1000, Scale factor = 1000, Initial trade days = 30. The characteristics
of the database are shown in Table 2, where Max (a) is the maximum number of attributes in
tables, Max (t) is the maximum number of tuples in tables.

We choose the TPC-E as our data set for three main reasons: First, it contains both data and
schema information, which is complex enough for summaries. Second, the schema of TPC-E
is strictly relational and it has the specified categories, which facilitates the evaluation of
results. Last, it has transaction log, which can be used as query log in the experiments.

Our methods are all implemented in Java, and deployed on a PC with a 3.40GHz
Intel®Core CPU and 4GB memory.

Table 2 Parameters of EGen for TPC-E

TPC-E Number of Tables Max (a) Max (t) Foreign keys

33 24 162,137 45

Table 3 Top-6 important tables based on Is, Ie and If

Rank Is.Table Ie.Table If.Table

1 Trade Trade Trade
2 Trade_History Security Customer
3 Status_Type Customer Security
4 Daily_Market Financial Company
5 Holding_History Holding Financial
6 Customer Customer_Account Holding
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5.2 Experimental evaluation

5.2.1 Evaluation of table importance

We now compare our calculation method of table importance with the ones in [28, 30]. The If.
Table rank, Is. Table rank, and Ie. Table rank are used to denote the ranking results obtained by
above methods. Due to space limitations, we just show the Top-6 results in Table 3.

From the above comparison results, we note that, the importance calculation method Is
proposed in [30] measures the table importance mainly according to the size of the table. As
listed in Table 3, tables Trade_History and Holding_History are ranked second and fifth
respectively because of their larger scales. However, both tables are not very important and
rarely get the attention of users during the transactional process. So the method Is in [30] lacks
rationality.

By contrast, the proposed method takes advantage of the topology relationship, content
similarity and user feedback comprehensively, and gives a reasonable ranking result. For
example, tables Trade and Customer are ranked in the top two because of their rich content,
high topology potential and high frequency appeared in a query log. The result is what most
humans want to get.

Above are the intuitive comparison and analysis of importance calculation methods. To
further quantitatively compare these three methods, we then present a metric P@N for
evaluation of the quality of calculation methods. P@N is the precision at the position N. We
use the pre-defined table importance rank by human experts to define objective measures. The
obtained experimental results are depicted in Table 4.

Table 4 The P@6 of three
methods: Is, Ie and If Method Is Ie If

P@6 50% 67% 83%
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From the experimental results, it can be seen that the P@6 of method Balance-sum in [30]
is obviously lower than the others. The major reason is that the factors it considers are
seemingly too simplistic when calculating the table importance. Furthermore, we observe that
the P@6 of GP-RDSS (83%) is little higher than that of Weighted k-center in [28] (67%). This
is due to the fact that GP-RDSS further considers the effect of query logs on the table
importance. Of course, the importance calculation method is not taken as the core in this
paper. We aim at improving the quality of the schema summarization results, which will be
demonstrated in more detail subsequently.

5.2.2 Effectiveness

In this section, the clustering results obtained by our method are compared with the summaries
that have been pre-defined. In Fig. 4, the clusters of database are taken as x-axis and the
clustering precision as y-axis. As we can see from Fig. 4, the precision of the schema
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summarization generated by our approach varies for the different clusters, and the average
precision is around 84%. We will perform a comprehensive analysis in the reminder of
experiments.

In addition, this paper puts forward a detection theme of initial cluster centers in
Section 4.2. In order to verify its significant effects on improving the clustering
precision, we conduct the following experiments. Fig. 5 illustrates the precision of
results with and without the initial cluster centers detection. As expected, the average
precision of GP-RDSS with cluster centers detection achieves 84.4% precision, which
is about 47.6% higher than the other one. Overall, the approach with cluster centers
detection achieves better summary performance, which gives us rich confidence that the
cluster centers detection can improve the summarization efficiency. This is due to the
fact that the reasonable detection of the cluster centers can dramatically improve the
precision of the spectral clustering algorithm, and then the precision of the summari-
zation results can be improved accordingly. In other words, the initial cluster centers
detection enables the proposed method to group more data tables into correct
categories.

Another important feature of our method is the introduction of the user feedback. In
this experiment, we study how the quality of the summary is impacted by it. The
results of the experiments are reported in Fig. 6. The x-axis represents the cluster, and
the y-axis represents the precision of GP-RDSS. As we can see, the approach with
feedback exhibits a much higher precision than the one without feedback. Specifically,
for the cluster Market, the precision of GP-RDSS with feedback reaches 90.0%, which
is nearly 23.3% higher than the other method. Clearly, GP-RDSS with feedback
performs better. This can be attributed to the fact the measure of the similarity between
two tables is more accurate, when taking the feedback into account. The similarity
matrix is an important input of Algorithm 2 (Schema Summarization Algorithm), which
has a direct impact on the output of the algorithm. From the above observations, we
conclude that feedback plays a very important role in affecting the performance of GP-
RDSS.

5.2.3 Experimental Comparision

In this section, we report the results quality of our method GP-RDSS in comparison with
two most recent proposals on schema summarization: Balance-sum [30] and Weighted k-
center [28]. The performance of these approaches is measured by the following standard
metrics: P = TP/(TP + FP), R = TP/(TP + FN), and F = 2PR/(R + P) [6], where TP
represents the number of the tables which are similar and assigned to the same cluster.
FP represents the number of the tables which are dissimilar to the same cluster. FN
represents the number of the tables which are similar and assigned to different clusters.
Fig. 7 demonstrates that GP-RDSS outperforms the current state-of-the-art technique on
all aspects, including precision, recall, and F-score.

Figure 7a plots the precision of the summarization methods above. We notice that
higher precision tends to be achieved when the number of clusters is larger. When the
number of clusters is equal to 4, the precision reaches the maximum. When the number
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of clusters is equal to 5, the precision starts to decrease. This is because there are only
4 categories in the TPC-E dataset. We also observe here that GP-RDSS always achieves
more than 62.0% precision, which leads to about 37.8-63.2% higher than the other two
approaches. For example, when the number of clusters is 4, the precision of GP-RDSS
is approximately 17.9% higher than that of the Weighted k-center approach, and it is
even higher when compared with the other approach Balance-sum. This is so because
GP-RDSS integrates the information from many aspects to construct the similarity
matrix, which can more accurately measure the similarity between the two tables, and
thus make the clustering result more accurate.

To further evaluate the performance of our algorithms, we vary the number of
clusters and evaluate the corresponding recall. Figure 7b illustrates the experimental
results. For each number of clusters, our GP-RDSS approach obtains the maximum of
recall. More precisely, when the number of clusters is 4, the recall of GP-RDSS is 76%,
while the ones of Weighted k-center and Balance-sum are 64 and 58%. Therefore, GP-
RDSS performs quite well compared with other two algorithms. The major reason of
achieving high recalls is that the proposed method can discover the tables with indirect
correlation by capturing the information in query logs, which can help to identify a
more complete category and thus improve the recall. This comparison shows the
significance of our proposed summarization method and reflects it is very effective
and practicable.

Figure 7c shows the F-score achieved by various summarization algorithms. Due to space
constraints, it won’t be covered here. All these strongly indicate the effectiveness of GP-
RDSS, because it synthesizes the structures, contents, and user feedback at the same time.

6 Conclusion and future work

This paper introduces a novel schema summarization method GP-RDSS based on graph
partition. According to the best of our knowledge, this is the first attempt to summarize
the database schema combining graph partition mechanism with user feedback. We
construct the input matrix in spectral clustering by calculating topology compactness
and content similarity in the databases. Besides, we use the statistical analysis of the
information in query logs to modify the above matrix. The enhanced matrix can reflect
the characteristics of the user preferences. Finally, we develop a comprehensive formula
for calculating the table importance and detect the most important nodes in the local
areas as the initial cluster centers. The final results can help users to understand and
access the database quickly. We have implemented our approach on real data set TPC-E
benchmark, and the results show that GP-RDSS achieves good quality to summarize
relational schemas.

In the future work, we plan to apply our summarization method in the practical
applications. We believe that better performance can be achieved in several domains
like biological problems (e.g., protein interaction networks), Web application, e-business,
social media (e.g., Twitter), Multimedia application, Multimedia databases and retrieval,
etc. Because the basic idea of our method is a graph partition mechanism, which is very
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generic; while above information from different sources available to a user can also be
naturally represented as graphs. In conclusion, the summarization method is useful
whenever users wish to get a quick overview of a complex data set.
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