
Multiple feature set with feature selection for anomaly
search in videos using hybrid classification

A. Srinivasan1 & V. K. Gnanavel1

Received: 19 March 2018 /Revised: 30 May 2018 /Accepted: 29 June 2018 /
Published online: 15 August 2018
# Springer Science+Business Media, LLC, part of Springer Nature 2018

Abstract An examination of abnormal activities in video scenes is a very difficult task in
computer vision community. An efficient anomaly detection technique to detect anomalies in
crowded scenes is presented in this paper. It uses Multiple Feature Set (MFS) to represent a
piece of rectangular region of predefined size in a video frame called as patch with Hybrid
Classification (HC) using Gaussian Mixture Model (GMM) and Support Vector Machine
(SVM) classifiers for anomaly detection. The MFS contains a combination of the following
types of features; gray intensity values, gradient edge features and texture energy map. The
predominant features are selected from MFS by using a model of t-test feature selection
method and are classified by HC model made up of GMM and SVM classifiers. The UCSD
video clip database is used for performance analysis of MFS-HC system and compared with
other approaches. Results show that MFS-HC provides better results than other approaches.

Keywords Anomaly detection . Feature selection .Multiple features . Hybrid classification .

GMM . SVM

1 Introduction

The accurate detection of abnormal events from crowded scenes is required for video
surveillance. An anomaly detection system aims in identifying an anomalous event, with a
low likelihood occurrence in the surveillance videos. Thida et al. [16] discussed a method of
spatio-temporal Laplacian Eigen map model for detection of anomaly activities in videos. The
detection is done by monitoring the variations occurred in spatio-temporal local motions. The
usual behavior of the crowd is characterized by using the model constructed with the different
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activity representatives. The constructed model helps in detecting the anomalies occurred in
both local and global contexts of the crowd region.

The global motion information modeling of optical flow for anomaly detection is discussed
by Benabbas et al. [2]. It understands the dominant motion magnitude and orientations from
the obtained information to detect the foremost motion pattern. Then, a segmentation algo-
rithm is used to make the scenes appears at different patterns with same speed and motion
direction. Leyva et al. [8] described wake motion descriptor for video anomaly detection. The
motion patterns which never occur previously are used to find the anomalies. Also, the relative
change in the size of an object in the scene is compensated by using the perspective grid.

Shreedarshan & Selvi [14] analyzed the crowd behavior for anomaly detection by using the
estimated optical flow with adaptive swarm intelligence. At first, the optical flow is generated
from the input images which contain information of background, foreground and higher image
intensity region. Then the motions are observed by using the streak lines and the optical flows.
Then they are analyzed with the help of particle swarm optimization for anomaly detection.
Sparsity based classification for anomaly detection is described by Mo et al. [12]. In the
sparsity model, the computational cost is reduced by using a low rank structure on the sparse
vectors/matrices coefficients.

The anomaly detection approach of Xiao et al. [19] is capable of performing both in
multiscale and real-time detection. A local coordinate factorization model is used to know
whether the video volumes belong to the spatio-temporal, temporal and spatial anomalies. An
approach for learning the video events at each pixel is discussed by Javan Roshtkhari & Levine
[5]. Using the dominant behaviors in the videos, a codebook model is constructed for
dominant temporal and spatial events independently.

A method of probabilistic framework to detect anomalies in video is discussed by Saligrama
& Chen [13] which identify the local spatio temporal anomalies. Based on a set of optimal
decision rules, it detects the anomalies even if they occur inside a small region. The optical flow
measurements are used for unusual event detection by [1]. At fixed spatial locations, optical
flow measurements are extracted to detect anomaly instead of tracking objects in the scene.

A Mixture of Probabilistic Principal Component Analysis (MPPCA) is discussed by Kim &
Grauman [6] for anomaly detection. The optical flow patterns are trained by MPPCA and then
modeled by space-time Markov random field. The localization and detection of an abnormal
event in videos are obtained by a Social Force (SF) model by Mehran et al. [11]. The crowd
behaviour is modeled by using the interaction forces of individuals. Then, the frames are
classified by a bag of word technique into normal event or anomaly.

The anomalies present in the complex scenes are detected by a Mixture of Dynamic
Textures (MDT) by Mahadevan et al. [9]. The joint models of appearance and dynamics are
used to represent the crowd patterns in videos. Then, the patterns are learned by expectation
and maximization algorithm. Structure Analysis (SA) based anomaly detection is discussed by
Yuan et al. [20]. At first, it detects the pedestrian and then structural context descriptor is used
to represent the individuals in the frame.

In this paper, an efficient anomaly search in videos is presented based on MFS-HC. The
main contribution is the development of MFS-HC system for anomaly detection. A combina-
tion of features from raw pixels, gradient map and texture map is used. From the MFS, only
selected features are given to HC (SVM and GMM) which classifies the given video frame as
normal or anomaly. The rest of this paper is as follows. MFS-HC based system design for
anomaly detection is discussed in section 2. In section 3, the results of MFS-HC approach are
discussed and in section 4, conclusions based on the obtained results are given.
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2 System design

The framework of Video Anomaly Detection (VAD) by MFS with HC scheme is shown in
Fig. 1. The main objective of anomaly search in videos is to identify or recognize whether the
given video frame contains anomaly or not. To achieve this, a three stage VAD system is
designed which consists of preprocessing, feature extraction with feature selection and clas-
sification stages. In the first stage, the frames are extracted from the video and with the help of
background subtraction the motion vectors are estimated by [15]. The identified motion
regions are given as an input to the second stage which extracts the dominant features by
the feature extraction algorithms. In this work, multiple features such as raw pixels, gradient
map, and texture energy map are extracted and fused to form an initial feature vector. Then, an
absolute t-test approach is applied on the initial feature vector in order to select the dominant
features. The selected features from the video frames are given to the third stage which
classifies the given video frame as normal or anomaly. The classification is performed by
means of the HC scheme formed by GMM and SVM classifiers.

2.1 Preprocessing

Preprocessing is the first stage which improves the performance of any classification system.
In MFS-HC system, the following preprocessing steps frame separation and motion estimation
are performed. From the inputs video clip, video frames are separated and stored as an image.
Let us consider, a video clip C consists of N number of video frames F, C = {F1, F2, F3………
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FN}.Then the background subtraction is applied to estimate motion in the current frame Fi
using the information in the previous frame Fi − 1. The estimated motion regions are used for
the extraction of the MFS features. The pseudo code of preprocessing steps is as follows:

2.2 MFS extraction

In any classification or pattern recognition system, it is very important to extract the dominant
features from the inputs for training the classifier module. In this work, three different types of
features are extracted, and the combined feature space is called as MFS. The extracted features
are gray intensity values, gradient edge features, and texture energy map.

2.2.1 Gray intensity values

In any gray scale image, the intensity of pixel values varies from 0 (black) to 255 (white)
which is a scalar value. The pixel intensity variation will give some information that might
help to detect anomalies in a frame. Thus, the gray intensity value is considered as one of the
features for MFS-HC system.

2.2.2 Gradient edge features

The gradient edge features provide some useful information about the directional changes. It is
obtained by the convolution between the image and a Gaussian Kernel. The following
equations give the Gaussian kernel and gradient computation.

Gradient ¼ I m; nð Þ � ∂Kσ

i

� �2

þ ∂Kσ

j

� �2
" #

ð1Þ

Kσ m; nð Þ ¼ exp −
m2 þ n2

2*σ2

� �
ð2Þ

Preprocessing Procedure;

Input:

Video clip C consists of N number of frames; NFFFFC .........,, 321 ;

Output:

mNmmm FFFFFp .........,, 321 : Motion estimated video frames;

Process:

Loop for each frames FSFi

1iF is considered as a reference frame;

iF is the current frame;

1iimi FFF ; Motion estimation by background subtraction

Store the estimated motion into pF ;

End Loop;

7716 Multimed Tools Appl (2019) 78:7713–7725



where I is an image and I(m,n) is the intensity value of the image I at location (m,n). The center
of gradient changes is (i,j) and σ is the standard deviation. From the gradient changes in Eq. 1,
gradient magnitude is computed and used as one of the features for MFS-HC system.

GradientM ¼ max
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Gradientσ i: jð Þ

ph i
ð3Þ

2.2.3 Texture energy map

Texture is one of the important features for many computer vision applications. A set of nine
5 × 5 masks [7] is used to extract texture energies that measure the variations in the fixed size
window. These masks are generated from five 1D vectors which are shown in Fig. 2.

The product of a 1D vector and other vectors or itself produces sixteen convolution masks
in 2D. These masks are applied to the motion estimated frame to find the texture energy map
by using Eq. 4.

Ek r; c½ � ¼ ∑
cþ7

j¼c−7
∑
rþ7

i¼r−7
Fk i; j½ �j j ð4Þ

where Ek[r, c] is the row and column of the input imagesFk[i, j] is the filtered images with the
kth mask at pixel[i, j] and C is the co-efficient. The result of application of Eq. 4 is also a full
image corresponds to kth mask. The sixteen energy maps are reduced to only nine energy maps
by combing the symmetric pairs such as S5R5/R5S5, E5R5/R5E5, E5S5/S5E5, L5R5/R5L5,
L5S5/S5 L5, and L5E5/E5L5 with its average. More information about Laws texture energy
map is found by [7]. The pseudo code for the extraction of MFS is as follows:

2.3 Feature selection

The extracted features available in MFS will have some redundant features which may affect
system accuracy. Thus, a feature selection approach is employed to reduce the

Extraction of MFS Procedure;

Input: 

mNmmm FFFFFp .........,, 321 : Motion estimated video frames;

Output:

NFFFMFS ,......., 21 ; Frame features

Process:

Loop for each frames FpFmi

1f = Gray intensity values of miF

2f = Gradient edge features of miF by Eqn. 3

3f = Texture energy map of miF by Eqn. 4

][ 321 fffFi

Store the estimated motion into MFS ;

End Loop;
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above mentioned problem occurred in VAD system. A statistical test is used to determine
whether the features of normal event and anomalies are significantly different or not. As the
MFS-HC system is a two class problem, a simple t-test is used by [18] based on the means of
features of two groups; normal event and anomalies. It is given by

t xð Þ ¼ y1 xð Þ−y2 xð Þ
� �

=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s21 xð Þ=n1 þ s22 xð Þ=n2
� �q

ð5Þ

wherey1 xð Þ, y2 xð Þ, s21 xð Þand s22 xð Þ are the means and standard deviations of the two groups of
samples; normal event and anomalies respectively.
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Fig. 2 1D vectors used to make masks in Laws texture

Feature Selection Procedure;

Input: 

NFFFMFS ,......., 211 ; Features of normal events

NFFFMFS ,......., 212 ; Features of anomalies

Output:

NRRRRF ,......, 21 ; Rank features

Process:

Loop for each features 21 &MFSMFSFi

Find the means of iF in 21 &MFSMFS
Find the standard deviations of iF in 21 &MFSMFS
Apply Eqn. 5 to find the ti value

End Loop;

Sort ti in ascending order to find the top ranked features
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2.4 Hybrid classification

The classification is achieved by using two most popular approaches; SVM and GMM
classifier. The former one is a discriminate classifier and the later one is a generative model
classifier. To achieve more accuracy and improve the VAD system performance, the result of
both classifiers is fused together.

GMM classifier classifies the given event as normal or anomaly by computing the posterior
probability using the testing features with training database. In general, an event is described
by Gm = {γ1, γ2, γ3,……γM} with M Gaussian models. Expectation and Maximization (EM)
is employed to compute the M Gaussian models and its relative weights by [3]. The
conditional probability is given by

p T j∇ð Þ ¼ ∑
M

i¼1
ci⋅γi Tð Þ ð6Þ

where γi(T)and ciare the N-variate Gaussian function and mixture weights respectively. The
best - fit event is computed using Bayes rule and EM algorithm for testing features by finding
the posterior probability [3].

SVM classifier classifies the given event by constructing hyper plane which separate the
features of normal event and anomalies with maximum margin. Let us consider a testing
features t, the decision function O is defined by

t ∈ class 1 when O tð Þ≥ þ 1 if ci ¼ þ1 i ¼ 1; 2; 3…n ð7Þ

t ∈ class2 when O tð Þ≤−1 if ci ¼ −1 i ¼ 1; 2; 3…n ð8Þ
where n is the number of features. The decision function O is O(x) =w. t + b where w and b are
the weight and bias value respectively. To make the computation on original data, the dot
product in the decision function is replaced by a kernel functions. More information about
SVM classification can be obtained by (Panu [4]).

As SVM and GMM classifiers have their own advantages and demerits, an effective VAD
system is designed by combing these classifiers using aweighted votingmethod. Theweights for
both classifiers are obtained by calculating the accuracy of selected training samples randomly.

3 Analysis of MFS-HC system

To evaluate the performance of MFS-HC system, the publically available dataset known as the
UCSD [10, 17] database is used. It consists of many video clips of crowded scenes with

Table 1 UCSD database description

Details #training
videos

#testing
videos

#frames
per
videos

#normal
frames

#anomalies
frames

Resolution

Ped1 34 36 200 ≈5000 ≈3400 158 × 238 pixels
Ped2 16 14 200 ≈2566 ≈2384 320 × 240 pixels
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varying crowd densities. The video clips are used for evaluating the performance of the MFS-
HC system. The video footage recorded from every scene was split into large number of clips
of around 200 frames. Some important information about the UCSD database is stated in
Table 1.

Fig. 3 Anomalies in UCSD database (a) small carts (b) skaters (c) bikers

Fig. 4 Comparison of ROCs with different SF (a) Ped1 (b) Ped2
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All frames in the training video sets of UCSD database are of pedestrians only. Unlike
training, the testing videos have abnormal events either in the form of non-pedestrian entries or
abnormal movement patterns of pedestrians. The common abnormal events in the testing
frames are bikers, skaters, and carts. Ped1 database consists of 34 training and 36 testing video
clips whereas Ped2 consists of 16 and 14 video clips respectively. Ped2 database videos have
good resolution than Ped1 database videos. The number of frames per second in both databases
is 200. The presence of anomalies and its regions are provided in the ground truth information
for each clip. Figure 3 shows some anomalies in the testing video clips of UCSD database.

TheMFS-HC is applied on the UCSD database to identify the anomalies present in it. AUC is
the performance metric used for the analysis of MFS-HC system with the following definition of
False Positive Rate (FPR) and True Positive Rate (TPR). The former one is the percentage of
anomalies that are incorrectly classified as a normal event, and the later one is defined as the

Fig. 5 Comparison of ROCs obtained by SVM, GMM and HC with AF and SF (a) Ped1 (b) Ped2
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percentage of anomalies that are correctly classified as anomaly. AUC is measured from the
Receiver Operating Characteristics (ROC) curve which is drawn between FPR and TPR.

The performance of MFS features is initially tested with SVM classifier with All Features
(AF) and predefined percentage (in multiple of 5) of Selected Features (SF) by using t-test.
Figure 4 shows the comparison of ROCs with different SF for Ped1 database.

From the comparison of ROCs with different SFs in Fig. 4, it is observed that better
performance is achieved by MFS system while using SF values in both Ped1 and Ped2 data’s.
Also, it is noted that 10% of SF (SF10) provides better result than SF5 and SF15. The
performance of MFS system with SVM classifier decreases while increasing the percentage
of SF. This is due to that the selected features in SF15 are unable to differentiate the anomalies
from normal event. Hence, SF10 is chosen as best percentage of features, and throughout the
analysis in this paper, SF10 is used as features for anomaly detection.

Fig. 6 Comparison of ROCs of different techniques (a) Ped1 (b) Ped2
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In order to further analyze MFC features, a probability model based classifier GMM is
combined with SVM classifier. It calculates the posterior probability for the classification of
anomaly detection. A mixture of 16 Gaussian models is used for performance evaluation. Figure 5
shows the comparison of ROCs obtained from SVM and GMM with AF and SF. It includes the
ROCs ofMFS-HCwhere the decision is made by hybrid the outputs of SVM andGMMclassifier.

It is observed from Fig. 5 that the SVM-HC provides better performance than their
individual classifier; SVM and GMM performance for both Ped1 and Ped2 databases. Also,
the performance of GMM classifier is superior to SVM classifier. The reason for lesser
performance of SVM than GMM is due to its weakness on large training datasets. As the
SF reduces the training features, the performance of SVM is increased as well in GMM. It is
observed from the Fig. 4 that the TPR of MFS-HC for Ped1 and Ped2 database are very high in
comparison with GMM and SVM classifier with SF and AF. The TPR of MFS-HC is 0.928 at
0.1 FPR. For the same FPR, the obtained TPR of GMM and SVMwith SF are 0.852 and 0.805
respectively. Similarly, the TPR of MFS-HC for Ped2 database is 0.93 at 0.1 FPR which is
higher than all other combinations. In order to validate the performance of MFS-HC system, a
comparison is made with the following techniques; optical flow measurement (Adam 2008),
MPPCA [6], SF [11], MDT [9] and SA [20]. Figure 6 shows the comparison of ROCs of MFS-
HC with different techniques in the literature for Ped1 and Ped2 dataset.

It is clearly observed from Fig. 6 that the MFS-HC system outperforms all as the ROCs of
MFS-HC system covers more area than other approaches such as optical flow measurement
(Adam 2008), MPPCA [6], SF [11], MDT [9] and SA [20]. Among the other approaches, SA
provides better result. The TPR of MFS-HC approach is 0.228 is higher than SA for Ped1
database and 0.25 for Ped2 database. The MFS-HC system takes about 8 s to test a frame in
UCSD dataset on Windows platform with CPU speed of 3 GHz and RAM size of 2 GB.

4 Conclusion

A video surveillance system for the detection of anomaly events in a crowed video scene is
discussed in this paper. It uses patch based extraction of MFS for the motion estimated frame
by background subtraction. A feature selection model (t-test) is used to select the dominant
features from the MFS. Then, HC module is used for the detection of an anomaly in the given
frame. The MFS-HC system is tested by using the UCSD video clips database of the crowded
scenes. The TPR of MFS-HC for Ped1 and Ped2 database are 0.928 and 0.93 at 0.1 FPR which
outperforms all approaches. In future, real-time monitoring can be achieved through code
optimization with graphics processing unit acceleration.

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and
institutional affiliations.
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