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Abstract Automatic video summarization, which is a typical cognitive-inspired task and
attempts to select a small set of the most representative images or video clips for a specific
video sequence, is therefore vital for enabling many tasks. In this work, we develop an inter-
active Non-negative Matrix Factorization (NMF) method for representative action video
discovery. The original video is first evenly segmented into short clips, and the bag-of-words
model is used to describe each clip. A temporally consistent NMF model is subsequently
used for clustering and action segmentation. Because the clustering and segmentation results
may not satisfy user intention, the user-controlled operations MERGE and ADD are devel-
oped to permit the user to adjust the results in line with expectations. The newly developed
interactive NMF method can therefore generate personalized results.Experimental results
on the public Weizman dataset demonstrate that our approach provides satisfactory action
discovery and segmentation results.

Keywords Interactive action summarization · Video summarization · Human-machine
interaction · Non-negative matrix factorization

1 Introduction

With the popularization of digital cameras and smart phones, far more video clips are being
captured and stored than ever before [13, 21]. These large collections of video clips are
intrinsically difficult to browse owing to the great number of clips and the inability of com-
puters to effectively characterize their content. Automatic video summarization, which is a
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Fig. 1 Overview of the proposed method

typical cognitive-inspired task [24] and attempts to select a small set of the most representa-
tive images or video clips for a specific video sequence, is therefore vital for enabling video
retrieval, video browsing, video organization, video surveillance, action recognition [9], and
so on. However, the majority of present automatic video summarization work has focused
on extracting some key-frames while neglecting the intrinsic temporal consistencies in the
video [18]. In many videos, actions form the basic elements and provide important infor-
mation about the content [16, 27]. Therefore, the action mining of video is a very important
component of the problem [1, 14]. In [26] the authors proposed a principled method for
online generation of a short video summarizing the most important and interesting content
of a long video. Because the method functions online, the number of segments can be auto-
matically determined. However, the method only extracts the first segments obtained after
the content changes, and incorporates these into the summarization. As such, the method
discovers new actions, but not representative actions, making the method suitable for rapid
browsing, but not for analysis, which is addressed in the present work.

Numerous studies of action discovery and segmentation problems have been conducted
[7]. In [3], an extended hidden Markov model was proposed for joint action segmenta-
tion and classification. However, the model requires estimation using an annotated training
set of action sequences. In [11], a matrix factorization method was developed to simulta-
neously clusters pixel prototypes into signatures and video sequences into action classes.
However, this work focused on clustering for different video sequences, and the number of
clusters required definition prior to conducting the clustering operation. In [15], a Bayesian
non-parametric model of sequential data was adopted to allow for completely unsupervised
activity discovery. The authors claim that this work required no predefinition of the rele-
vant behaviors or even the number of behaviors, which were learned directly from data.
However, the presented method exhibits the following disadvantages: (1) Due to the com-
plexity of the non-parametric Bayesian method, its time burden is rather substantial. (2) The
number of behaviors, though need not be determined by the user, is still sensitive to some
parameters of the algorithm (especially the Dirichlet prior parameter). As such, the task of
determining the number of behaviors does not diminish, but is replaced by another task to
determine a more uninterpreted parameter. (3) The inference algorithm may introduce ran-
domness, which leads to inconsistent results from multiple runs when the human factor is
incorporated into the loop. Such a problem has also been discussed elsewhere [10].

Because the process of clustering is highly-related to human intention [20], human inten-
tion must be effectively incorporated into the algorithm with the output of the corresponding
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(a) bend

(b) walk

(c) jack

Fig. 2 Examples of the spatio-temporal interest points in the Weizman dataset [28]. The radius of circles is
proportional to the scale at which change is detected

expected results [12]. In [8], the authors incorporated user-provided constraints into a docu-
ment clustering problem. The user was therefore able to provide supervised information for
document clustering in terms of pair-wise constraints that specify whether some documents
either must or cannot be clustered together.

Recently, the incorporation of human intention was addressed for image clustering by
introducing some human operations [25], and an interactive non-negative matrix factoriza-
tion method was employed for document topic discovery [5, 6, 10, 27]. Non-negative Matrix
Factorization (NMF), which aims to factorize a matrix into two non-negative matrices
whose product reconstructs the original data matrix, has been shown extensive applications
in many domains such as signal processing and machine learning [4], and so on. It has
been found that such a factorization exhibits many favorable properties such as sparsity and
interpretability [19]. In addition, the obtained part-based representation is consistent to the
psychological and physiological evidence in human brain [17].

To the authors’ best knowledge, no related work has been conducted for video action
discovery incorporating human operations, which serves as the primary motivation for the
present study. The main task of this work is the discovery of action categories within a video
sequence, and, thereby, to identify the actions in the video sequence. The main contributions
of the present work are summarized as follows.

1. A new interactive Non-negative Matrix Factorization (NMF) method is designed for
representative video action discovery.

2. Two interactive operations designated as MERGE and ADD are developed to incorpo-
rate user intention and enhance the video action summarization performance.

3. A practical software system is developed, and extensive experiments are performed to
show the effectiveness of the proposed method.

The remainder of this paper is organized as follows. Section 2 provides an overview of the
proposed method, and Section 3 discusses the video representation employed. In Section 4,
we describe the proposed method in detail, and Section 5 presents the experimental results.
Finally, Section 6 concludes the work and offers suggestions for future study.
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Fig. 3 An illustration of the MERGE operation. The action clips which are surrounded by the dashed red
ellipses in the left panel are merged into one single action clip, which is surrounded by the dashed red ellipses
in the right panel. After this operation, the value of r and the action segmentation results are updated

2 Overview of the interactive action summarization systems

Figure 1 provides an overview of the developed method. The original video is firstly divided
into many short video clips, and a machine learning method is utilized to extract those that
are representative of the action. The user can evaluate the results and modify the operation.
The user intention is incorporated into the optimization model, and biases the algorithm in
outputting the expected results. Finally, a set of satisfactory representative action video, and
the corresponding action segmentation results along the time-line, are obtained. Please note
that the colored lines in the time axis correspond to the action video clip of the same color.

3 Video representation

The first task for video analysis is to transform the video into some suitably structured
form. In this work, we follow the popular Bag-of-Words (BoW) framework, which has
been successfully utilized in a number of action analysis studies [22]. To this end, we use
Spatio-Temporal Interest Points (STIPs) to detect interest points and obtain Histogram-
Of-Gradients (HoG) and Histogram-of-optical Flow (HoF) descriptors. Figure 2 provides
several frames from the video data used in the present study and the detected STIPs within
these frames. The obtained default descriptors are of d = 162 dimensions.

We evenly divide the original video into segments comprised of T frames, where the
parameter T is specified by the user. The chosen value should ensure the consistency of
action within each segment. In this work, we select T = 24 frames, representative of about
one second of video. These segments, which are denoted as P1,P2, · · · ,PN , represent the
basic units of actions, from which the final action summary is constructed. The final action
summary should include such segments. N is the number of examples in the video, and is
obtained as the ceiling of the total number of frames divided by T .

To give a formal representation of the segments, we first cluster all of the descriptors of
this video into K clusters. The parameter K is also a meta-parameter that is specified by the
user. A larger K provides better accuracy, but also increases the summarization period. In
this work, we empirically selected K = 128. The obtained K cluster centers are regarded as
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code-words. Then, each descriptor is mapped to the nearest code-word, and each segment
can be represented as a K-dimensional BoW histogram [22]. We can therefore represent
the entire video as {y1, y2, · · · , yN }, where yi is the K-dimensional BoW histogram for the
i-th segment.

Please note that the above procedure is time consuming (especially for STIP extraction).
According to our implementation, the time required for this period is about 3 times that of
the normal play time of a video. This is a substantial barrier for interactive video mining.
Fortunately, this task can be completed offline. Therefore, in our framework, we store the
corresponding feature data of a video for further processing in the form of a matrix Y =
[y1, y2, · · · , yN ] ∈ RK×N .

4 Non-negative matrix factorization for video action discovery

4.1 Basic non-negative matrix factorization

Given the matrix Y ∈ RK×N , which includes the low-level action information of the origi-
nal video, we face the problem of extracting the representative action clips from Y, and then
projecting each column to the corresponding representative action clip, which provides the
action segmentation results. One method of addressing this problem involves the popular
NMF method [17], which solves the following optimization problem:

min
U,V

||Y − UV||2F s.t. U ≥ 0, V ≥ 0, (1)

where U ∈ RK×r and V ∈ Rr×N are two non-negative matrices. The term-topic matrix U
uncovers the latent topic structure of the actions and r is usually set by the user with a value
smaller than K and N .

Once the solutions of U and V are obtained, we can subsequently infer the topic presen-
tations of segments, namely the topic-segment matrix V, by projecting all of the segments
into the latent topic space. Such a model was originally proposed in [10], and has been used
in many fields such as document clustering and image clustering. However, because we deal
with continuous video in our work, temporal consistency should be maintained to reflect
the continuity of action. Therefore, the model is modified as

min
U,V

||Y − UV||2F + β
N−1∑

i=1
||Vi+1 − Vi ||2F

s.t. U ≥ 0, V ≥ 0,
(2)

where β is a parameter employed to enforce temporal consistency, and Vi represents the
i-th column of V. In this work, the parameter β is empirically set to 0.1.

After obtaining the solutions U and V, we can easily obtain the discovered representative
actions and the temporal action segmentation results. The details are described as follows.
For U, each column Ui ∈ RK corresponds a representative action clip. By searching

i∗ = argmin
j∈[1,N]

UT
i yj

||Ui ||2 · ||yj ||2 ,

we can use the video clip Pi∗ as the corresponding representative action clip. On the other
hand, we use the column Vj ∈ Rr for j = 1, 2, · · · , N to determine the cluster assignment
of the j -th video clip, and thereby realize the action segmentation. Concretely speaking,
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we search the maximum element in the vector Vj , and use the corresponding index as the
clustering assignment result.

Although the above procedure has achieved great success in a number of fields [23], it
admits some disadvantages. First, the choice of r by the user is very challenging and even
impossible in practice. In addition, it is well known that the formulation of the cluster-
ing problem is highly dependent on human intention. Considering a sample of students for
example, a human may cluster them according to age, sex, or weight, and a different inten-
tion leads to different clustering results. It is therefore necessary to develop an interactive
method for incorporating user intention into the clustering algorithm.

4.2 Interactive non-negative matrix factorization

In [10], some interesting operations such as keyword operations were used for interactive
topic discovery or refinement. However, such operations cannot be employed for video.
The main reason for this is that, in document clustering for example, the dictionary atom
is a conventional word (such as dog, apple, play, eat, and so on.) which has a semantic
meaning, and it is impossible to construct such a dictionary for a video. In our case, the
dictionary is learned using a k-means clustering algorithm, and, therefore, the dictionary
atoms have no semantic meanings. As such, the keyword-based operation defined in [10]
is not applicable. On the other hand, for document clustering, we can use the keyword
distribution of each topic to realize the visualization. For the same reason cited above, this
manner of visualization is not suitable in our case. To this end, we developed two interaction
operations: MERGE and ADD, for user-directed visualized video action discovery. These
operations are described below. Please note the some more complicated operations such as
DELETE, DIVIDE, and so on, can be flexibly incorporated into this unified framework.

4.2.1 MERGE operation

The MERGE operation attempts to address the problem where similar video segments may
be clustered into different topics. This is unavoidable due to at least two reasons. (1) The
semantic gap between human understanding and that of the adopted BoW model, which is
based on low-level feature descriptors. (2) The results are not consistent with user intention.

To solve this problem, we permit the user to instruct the computer via the MERGE
operation to merge selected video clips into the same topic during the next iteration. This
interaction also provides very important supervised information that we can exploit to
enhance our model. In fact, a set of representative action clips are given by the video seg-
ments Pt1 ,Pt2 , · · · ,Ptr . Without loss of generality, we denote the selected segments to be
merged as Pi and Pj , and then add this pair into a set M = M ∪ {(i, j)}, whereupon the
following optimization problem is solved in the next iteration:

min
U,V

||Y − UV||2F + β
N−1∑

i=1
||Vi+1 − Vi ||2F + γ

∑

(i,j)∈M
||Vi − Vj ||2F

s.t. U ≥ 0, V ≥ 0.
(3)

The main characteristic of this model is the third term, which biases the i-th and j -th
segments to share a similar topic pattern, and γ is a trade-off parameter which is empirically
set to 0.1. Please note that the pair set M is empty for the first iteration, and, once M is
provided with some pair elements, it always plays a role in subsequent iterations. At the
next iteration, the value of r is decreased by 1, and only r − 1 representative actions will be
discovered. In Fig. 3 we show the illustration of this operation.
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Fig. 4 An illustration of the ADD operation: In the left panel, the system discovers 4 representative actions,
and provides a list of 5 candidate actions at the top. The user may select one candidate (surrounded by the
dashed-line box) and add it into the discovered action list. The results are shown in the right panel. Please
note that after this operation, the value of r and the action segmentation results are updated

4.2.2 ADD operation

Though the above model can successfully discover most of the representative actions from
a video, it remains possible that some important action clips will not be discovered automat-
ically. To this end, a candidate list of potentially representative action clips are presented to
the user for performing the ADD operation. Ideally, such a list should be short and contain

Fig. 5 The overview of the software system. a The parameters to control the feature extraction. Before
we conduct the operations, the features for the video are extracted and stored. b Discovery operation part.
Two buttons are visualized to conduct the ADD or MERGE operation. The expecting number of clusters
is a default value or set by the user. c Discovery results of representative actions view. Video action clips
are visualized in this part. d Candidate list of new action clips view. A list of candidate action clips are
provided according to the entropy values in (4). e Action segmentation results. Different segmentations are
distinguished by various colors. f Iteration number view
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only actions that are independent of the list of discovered representative actions. In other
words, the candidate list should not be well reconstructed by the discovered representative
actions. Figure 4 shows this procedure. Based on the above considerations, we designed a
performance index to evaluate the novelty of each action clip. For each video segment, we
define its confidence regarding the topic assignment. To this end, we regard V̄i as the L1
normalized vector i-th column of Vi , and then adopt its entropy function as:

En(Vi ) = −
r∑

j=1

V̄i (j) log V̄i (j). (4)

Obviously, when only a single nonzero element of V̄i exists and is equal to one, the entropy
is zero and the confidence score is maximum. On the other hand, when all elements of V̄i are
equal to 1/r , the entropy is equal to log2r and the confidence score is minimum. Therefore,
it is very convenient to adopt the entropy when selecting the most novel video segments
for the ADD operation. In this work, we sort the entropies of all previously undiscovered
video segments in descending order, and then present the top Na segments in a specifically
designed manner that allows for rapid browsing by the user, and that can be selected by
the user using the ADD operation for addition to the discovered representative actions in
the next iteration. The number Na cannot be too large, otherwise the number of segments
presented to the user will be excessive. In this paper, it is set to 5; therefore, at each iteration
stage, 5 of the most novel video segments are provided to the user for possible candidates
of the ADD operation. After solving this optimization problem, the value of V can be used
to illustrate the action segmentation results.

Once some action yi is selected to be added, r must be increased by 1 in the next oper-
ation, and some further adjustments must be made. Concretely speaking, we augment the
topic matrix as Ū = [U yi] ∈ RN×(r+1). The optimization problem then becomes the
following.

min
V

||Y − ŪV||2F + β
N−1∑

i=1
||Vi+1 − Vi ||2F + γ

∑

(i,j)∈M
||Vi − Vj ||2F

s.t. V ≥ 0
(5)

Note that in the above model, Ū is known and only V should be calculated.

4.3 Optimization method

All of the models given in (2), (3) and (5) can be efficiently solved by the regularized
NMF method proposed in [4]. To this end, we construct a nearest neighbor graph to encode
the consistency information of the data points. Consider a graph with vertices, where each
vertex corresponds to a data point. Define the edge weight matrix W ∈ RN×N as follows:

Wij =
⎧
⎨

⎩

β,

γ,

0,

if |i − j | = 1
if {i, j} ∈ M and |i − j | �= 1

otherwise.
(6)
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Fig. 6 Typical frames from the Weizman dataset

Define a diagonal matrix D, whose entries are column sums of W, i.e., Dii = ∑N
j=1Wij .

Then, the reformulated optimization problem leads to the following two update rules [4].

Uij ← Uij

(
YVT

)
ij

(
UVVT

)
ij

, (7)

Vij ← Vij

(
UT V + VW

)
ij

(
UT UV + VD

)
ij

. (8)

Here, the subscript ij represents the ij -th element in the corresponding matrix. A detailed
algorithm flow and convergence analysis can be found in [4].

5 Performance evaluation

5.1 System description

For performance validation, we developed the graphic user interface shown in Fig. 5 to
permit the user to perform the interactive operations supporting adjustments in the action
discovery and segmentations so as to enable the user to fine-tune the results to satisfy their
specific requirements. It also provides for visualization of the discovered action clips and the

Fig. 7 Demonstration of the MERGE operation
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Fig. 8 Demonstration of the ADD operation

action segmentation results. In addition, the software supports save and restore operations
to enable the user to return to previous analysis results.

Given a video clip, this software encodes the video as a matrix using the BoW features, as
described in Section 2. For illustration, we divided the interface in Fig. 5 into 6 panels. Panel
A permits the user to set some parameters that control the local motion feature extraction
process. Panel B provides some interactive buttons such as those for the ADD and MERGE
operations. Panel C presents the discovered action video clips. Panel D shows the 5 action
video clips with the largest novelty values (i.e., the candidate list). Panel E shows the action
segmentation results using different colored lines. The colors in Panel E are consistent with
the colored boxes in Panel C. Finally, Panel F provides information regarding the iterations.

5.2 Dataset

Although the developed software can be used to process arbitrary action video, use of a stan-
dard dataset facilitates the analysis of the performance. To this end, we use the well-known
Weizman dataset [2] of 90 low-resolution (180×144, deinterlaced 50 fps) video sequences

Fig. 9 Coverage curves versus the value of r
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Fig. 10 The purity versus the iteration number

showing 9 different people, each performing 10 natural actions such as run, walk, skip,
jumping-jack (denoted by jack), jump-forward-on-two-legs(denoted by jump), jump-in-
place-on-two-legs (denoted by pjump), gallop-sideways(denoted by side), wave-two-hands
(denoted by wave2), wave-one-hand (denoted by wave1), or bend. Figure 6 displays several
typical frames comprised of a single person extracted from the dataset. Each video sequence
in this dataset consists of a single action only. To evaluate the performance of our interactive
method, we created a stitched version of the Weizman dataset comprised of uninterrupted
sequences. Each sequence depicts a single person performing the 10 actions for a total dura-
tion of approximately 700 frames, and each frame has been resized to 320 × 240 to extract
the features. By so doing, we can naturally obtain ground-truth label information regarding
the actions.

5.3 Operation process

Figures 7 and 8 illustrate the MERGE and ADD operations, respectively. In Fig. 7, the user
determines that the action video clips surrounded by the red and breen boxes are similar
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(see the left panel of the figure) and seeks to merge them. Selecting both action clips and
clicking the Merge button leads to the results shown in the right panel of the figure, where
the actions in the red and breen boxes at left are merged into a single action within a yellow
box at right. From these results, we see that the two actions are indeed merged, where the
number of discovered actions is decreased by 1 and the action segmentation results are also
updated.

On the other hand, if the user determines that the number of discovered action clips is
insufficient, the candidate action list can be browsed, as shown in Fig. 8. Here, the user
selects the first candidate video clip that is surrounded by the dashed-line box, and clicks
the Add button. Such an operation leads to the results shown in the right panel of the figure,
where the number of the discovered action clips are observed to be increased by 1 and the
action segmentation results are also updated.

5.4 Performance evaluation on the novel action discovery

To illustrate the role of the candidate action discovery module integral to the ADD opera-
tion, we designed a Coverage index that measures the extent to which the union set of the
discovered representative action set D and the selected candidate action set N covers the
ground truth action set G. Its formal definition is

Coverage = |(D ∪ N ) ∩ G|
|(D ∪ N ) ∪ G| .

As a comparison, we also designed a module that randomly selects actions for the candidate
list rather than selection based on the extent of novelty according to (4). In addition, we set
β = 0 in (3) to form the conventional NMF model with interaction actions.

We performed experiments by changing r from 4 to 8 and then calculating the average
values of Coverage across the 9 videos. Figure 9 shows the results, where TC-NMF repre-
sents the proposed Temporal Consistent NMF method. Both the random strategy and NMF
method perform consistently inferior to the proposed TC-NMF method. This indicates that
the proposed method provides rather robust results for discovering candidate action clips.

5.5 Performance evaluation on the interactive operations

To evaluate the action discovery segmentation results in each iteration, we adopt the Purity
and Normalized Mutual Information (NMI) which are popular in clustering performance
evaluation. To compute purity [28], each cluster is assigned to the class which is most fre-
quent in the cluster, and then the accuracy of this assignment is measured by counting the
number of correctly assigned segments and dividing by N which is the total number of
the whole video segments. For convenience, we denoting the ground-truth action clustering
results as � = {

ω1, ω2, . . . , ωNg

}
, where Ng is the number of the cluster and ωi repre-

sents the i-th set which includes the samples which belong to the same cluster. Similarly,
we denote the semination cluster results as C = {c1, c2, . . . , cr }, where r is the number of
the segmentations and ci represents the i-th set which includes the samples belonging to the
same cluster. Then we can calculate the purity as

Purity (�,C) = 1

Ng

Ng∑

k=1

max
j

∣
∣ωk ∩ cj

∣
∣.
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Fig. 11 The NMI versus the iteration number

On the other hand, Purity has limitations for evaluation since high purity value is easy to be
achieved when the number of clusters is large. Particularly, the value of Purity is 1 if each
segment gets its own cluster. We therefore resort NMI [28] to evaluate the performance.
NMImeasures the mutual dependence of the label and the cluster assignment. The minimum
of the NMI is 0 if the clustering assignment is independent to the label and 1 if they are
perfectly aligned. The value of NMI is calculated as the mutual information normalized by
the average entropy of label distribution and cluster assignment distribution:

NMI (�,C) = I (�,C)

[H (�) + H (C)]/2
,

where I is the mutual information and H(·) represents the entropy. The mutual information

I (�,C) is defined by I (�,C) = ∑Ng

k=1

∑r
j=1 P(ωk ∩ cj )log

P(ωk∩cj )

P (ωk)P (ck)
. High NMI is also

easy to achieve when the number of clusters is small - in particular, NMI is 1 if all data are
assigned to a single cluster, which is the opposite of purity.
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Fig. 12 Illustration of the MERGE operation. In this case, the values of Purity and NMI may decrease
because the number of the clusters is decreased

In our experiments the interactive action discovery and segmentation performance was
tested on the same data set by 5 users who were not aware of the video content. The
user was allowed to make at most 6 manual adjustment operations (including MERGE and
ADD) to achieve satisfactory results. Figures 10 and 11 illustrate the averaged performance
using the proposed interactive method with different initial values of r . The results indicate
that the clustering performance is significantly improved by adopting manual interactive
adjustments.

A strange phenomenon occurs when r = 8. In this case, we find that the values of Purity
and NMI decrease at the first manual adjustment iteration. A similar phenomenon occurred
in the fourth-iteration when r = 7. The reason is that, when r is large, similar representative
actions will be extracted, and users first employ the MERGE operation. In practice, the
MERGE operation tends to decrease the values of Purity and NMI because the number of
clusters is decreased. An example is shown in Fig. 12. However, these values are generally
increased during subsequent iterations using ADD operations.

Fig. 13 An illustration of the user study process
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Fig. 14 An illustration of the user study process incorporating user intention

5.6 User study

Using the developed system, the user is able to discover as many actions as possible after
performing several specific operations, as illustrated in Fig. 13, where the corresponding
frames at each iteration are shown. Because the user is unaware of the exact number of
actions in a video sequence, the value of r is initially set to 4 in this experiment. In this way,
4 representative actions are obtained, and, simultaneously, a list of 5 candidate actions are
presented to the user on the interface. By performing the ADD operation, two novel actions
are added into the clustering results, and the candidate actions are updated. By repeating
such operations, ten representative actions are eventually discovered. However, minor mis-
takes are inevitable due to the high similarity of walk and run. To solve the problem, the
user merges these two actions, and the 9 remaining representative actions are finally shown
in Fig. 13.

Another merit of the developed system is that it can easily incorporate user intention
to obtain personalized action discovery and segmentation results. Figure 14 shows such an
example. In this experiment, the user intention is incorporated into the optimization model
and biases the algorithm to output the expected results shown in the figure. Because the
default value of r is set to 6, the user initially obtains 6 representative actions including
jump, run, walk, pjump, wave1, wave2. After a quick browse of the discovery results, the
user determines that wave1 and wave2 are similar and performs the MERGE operation with
them. The system then outputs 5 representative actions. The user then determines that some
candidate actions such as pjump, jack should be added and the ADD operation is performed.
The system then outputs 7 actions. Finally, the user chooses to merge run, walk and jump,
and the system outputs 4 representative actions labeled Bend, Walk, Jump, Wave. Other
actions in the groundtruth label are clustered into these 4 categories. This reflects the user’s
intention, whose concern is with only 4 action categories: (1)Jump, which includes pjump
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and jack; (2)Wave, which includes wave1 and wave2; (3)Walk, which includes run, walk,
jump, side, and skip; (4)Bend, which includes bend.

6 Conclusion and future work

This paper proposed an interactive method to detect representative actions within streaming
or archival video. By incorporating user intention, the expected results have been obtained.
The main limitation of this work is that the performed operations are basic elements and
therefore the complicated video structure cannot be sufficiently exploited. In the future,
extensive further investigation is required. Firstly, we wish to extend the work conducted on
single videos to video sets, and discover more interpretable behavior patterns for end users.
Secondly, we hope to develop a more flexible interface, and incorporate a greater extent
of high-level knowledge related to human perception into the model. Finally, we wish to
discover the hierarchical structure of the video action in a coarse-to-fine manner.
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