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Abstract This paper proposes a new temporal error concealment algorithm in H.264 video
sequences based on scene change detection and PCAmodel. In order to detect scene change,
dynamic threshold and image similarity metric are presented using coding prediction mode
and DCT AC energy in H.264 baseline. UPCA (Updated PCA) model is presented by com-
bining the scene change feature with Index transformation-Buffer updating approach. The
lost images are concealed by Projection onto Convex Sets algorithm with UPCA model.
Experimental results show that the proposed algorithm can achieve better error conceal-
ment performance for the higher motion and the frequent scene change, compared with the
related method.

Keywords Error concealment · Scene change · H.264/AVC · PCA · Face recognition ·
Video sequence

1 Introduction

Wireless channel is error-prone due to its limit in bandwidth. In H264 which has high
compression rate, one bit error results considerable decrease of PSNR of image for error
propagation.

In [1], QoS specifications for LTE system is specified by service profile. For video stream
service, packet error rate is specified as 10−3 ∼ 10−6. However, specifications of QoS class
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5 and 9 do not guarantee bit error rate over radio channels, because they have non-GBR
(non-Guaranteed Bit Rate).

In [18, 19], radio resources are allocated to users by using an optimal scheduling
scheme for video transmission over multi-channel multi-radio multi-hop networks, and then
transmission error rate is decreased whereas PSNR of HDTV video stream is increased.
However, practical radio channels aggravate channel quality due to fast fading [2].

Error concealment is an effective way to recover lost information at the decoder
(receiver) on condition bit error has already been occurred. Using error concealment,
decoder can recover the lost block in current frame corrupted by bit error. It is clear that
error concealment is not in accordance with an DMDS scheme proposed by [19], in which
bit error rate of transmission channel is decreased using an effective radio resource schedul-
ing to users. When a bit is inverted during transmission, PSNR of received video cannot
be assured. In [2], the corrupted frames are filled by duplicating other frames, so that the
received video has the same length as the sent video.

Video of QCIF and CIF formats are widely used in low display applications, such as
3G mobile systems and tactile dis-players. 2G and 3G mobile phones, which holds 80% of
mobile subscribers [8], use CIF/QCIF videos more than HDTV video since 3G system only
supports about 384kbps∼2Mbit/s transmission bandwidth. In tactile displayer, display’s res-
olution needs one receptor per mm2 spacing of mechanoreceptors in human finger pads [14,
15].

Many researchers have already proposed effective temporal error concealment methods
in which the temporal redundancy information is used to recover lost pixels in error image.
Since motion vectors (MVs) play very important role in concealing the lost image, they
studied how to recover a more accurate MV in depth discussion. In [10], the lost or erro-
neously received MVs are recovered with Boundary Matching Algorithm (BMA), in which
the optimal MV is picked out from a set of candidates-MVs based on temporal continuity
in video sequences, and then the lost pixels are interpolated by the MVs.

A framework of using various motion vectors for different regions within a damaged
macro block was presented in [5]. In the early methods, discrete grotesqueries have been
often appeared at boundary regions of the recovered MBs. In [3], the mosaic artifacts are
decreased by combining motion compensation approach with BMA.

Different from BMA, in [12], an orientation adaptive interpolation scheme was derived
from the pixel-wise statistical model instead of on a block-by-block basis. Although the
motion vector or pixel-based methods are implemented with better performance over the
other methods, yet, the methods show poor performance in concealing video frames with
higher mobility or frequent scene changes.

Other methods, called as model or context-based error concealments, were proposed for
spatial or temporal error concealment [6, 13]. A dynamic model Updating Principal Compo-
nents (UPC) was proposed as a model for spatial error concealment [6]. When scene change
occurs, UPC produces a relatively fine concealed results for loss of pixel data. However, the
model does not show good performance, when there is no scene change.

The Principal Component Analysis (PCA) has long been used to model the visual content
of images, for object recognition (especially faces) and reconstruction. In [13], a priori
information for error concealment is obtained by training the context based PCA model for
a Region of Interest (ROI) and uses a training model for reconstruction of lost data within
the ROI. PCA model is not good in reconstruction, because the training model may be
composed of dissimilar contents of current image, when scene change occurs. As can be
seen from the related works, scene change influences the error concealment strategy.
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In recent years, some studies have been carried out to detect video scene change in H.264
compressed domain, in which encoding features such as intra and inter prediction mode
were used mainly as a basis for deciding scene change.

In [17], statistical constraint rule for scene change detection was proposed by intra mode
feature, in which MB type is in conjunction with this rule to detect all scene change P
frames, and intra mode histogram and the weighted distance metric are used to detect scene
change I frames. Some researchers used the number of intra-coded macroblocks as deci-
sion criterion rule for detection of scene change [7]. In [16], three criteria, the difference
of chroma prediction modes based on sub-block, the accumulative motion amount and the
accumulative intra coding macroblock amount, were proposed. The algorithm is dependent
on intra prediction modes, motion vectors and macroblock coding types that are extracted
from H.264 baseline bitstream. Besides, there are a few MPEG Series-scene change algo-
rithms using DCT coefficient, motion vector, macroblock coding mode [4] and the number
of encoded bits [11].

Although these algorithms have better detection performance, but scene change in the
H.264 QCIF (176×144) video streams is still a challenging research topic. No matter what
decision criterion is used, the above algorithms are dependent on MB information, but if the
number of MBs is not too much, the accuracy of detection is lowered. Since video temporal
features are not fully considered in previous methods, we will propose a video characteristic
training model based H.264 temporal error concealment algorithm in order to improve the
error concealment performance. First, two decision criterions, dynamic threshold for the
number of bits/frame and similarity metric for AC image, are presented separately based
on the encoded prediction modes and DCT coefficients in H.264 compressed domain, and
then a new H.264 QCIF video scene change detection algorithm is proposed. Next, PCA
training model is updated with the scene change information. Finally, a new H.264 temporal
error concealment is proposed based on POCS (Projection onto Convex Sets) with PCA
algorithm.

2 Scene change based temporal error concealment

2.1 Scene change detection

In this section, we focus on dynamic threshold of inter frames and frame similarity of intra
frames in H.264 baseline profile.

2.1.1 Intra MB and inter MB encoding

In H.264 standard, intra and inter prediction determine the coding mode for each MB. Intra
prediction, for a MB, forms predictions of pixel values as linear interpolations of pixels
from the adjacent edges of its neighboring MBs (or 4 × 4 block).

The intra predicted blocks are DCT transformed, quantized, and encoded by CAVLC to
generate a compressed stream, if the real time application uses H.264 baseline profile. Inter
MB encoding depends on whether the MB is a skipped MB or not. If the MB is a skipped
MB, the MB 16× 16 MV or Direct mode MV is calculated. If the MB is not a skipped MB,
the direct mode MVs or differential MVs are encoded by CAVLC, according to whether
direct mode is used or not. As a rule, I frame is encoded by intra mode and P frame is
encoded by inter mode.
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In addition, scene change P frames may be composed of intra or inter MBs, due to tem-
poral continuity of frames. In this paper, if a particular frame is composed of intra MBs
more than 70%, it is called intra frame or scene frame.

2.1.2 Scene change detection mechanism

The above review shows that intra prediction mode may be dominant, when scene change
occurs.

Due to encoding mechanism, intra frames are compressed with lower efficiency than
inter frames, and more bits, therefore, may be generated from them.

The difference between inter frame and intra frame helps to detect effectively scene
changes over video streams. Let Y be a set of frames yi and Bits(yi) be the number of bits
of a frame. Then, the following equation yields intra frames, in terms of bits per frame.

� = {yi |Bits(yi) > T (yi)} (1)

T (yi) = (Bits(yi) + T (yi−1))/2 + c (2)

where, T (yi) depicts a dynamic threshold value for estimating prediction mode, c is an
initial value depending on H.264 baseline profile.

Figure 1 shows the change of dynamic threshold for the number of bits. Also, it is obvious
that intra frames can be automatically tracked by the dynamic threshold T (yi) in (2).

The plot have been measured on our edited video sequence (20 carphone frames + 50
akiyo frames + 30 coastguard frames) over that two scene changes occur at 21st and 71st
frames. In (1), a set of intra frames, includes all I-, P- frames with scene change and I-frames
with no scene change.

A frame similarity will be used to extract I-frames with no scene change out of it. Here,
we adopt AC coefficient grouping scheme in DCT 4 × 4 block as shown in Fig. 2a. Each
4 × 4 block in MB includes 16 DCT coefficients which represents horizontal, vertical and
diagonal AC features of the 4 × 4 block in pixel domain (time domain). For example, the
4× 4 block is referred to horizontal block, if horizontal AC values are dominant AC values
in vertical and diagonal directions.

For each direction of AC features, horizontal, vertical and diagonal AC energy-EH
k ,EV

k

and ED
k of a DCT 4 × 4 block can be found as following
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Fig. 2 Scheme grouping DCT coefficients of 4 × 4 sub-block (a), SAC of 49th MB in 6th carphone frame
(b), SAC of 49th MB in 7th carphone frame (c)

where, k is an index of DCT 4 × 4 block and H , V and D are the sets of each direction
coordinates within DCT 4 × 4 block.

Then, SAC (Statistical AC feature) of the DCT 4 × 4 block can be found as:
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(4)

SACk represents a dominant AC feature within DCT 4 × 4 block, in terms of AC energy.
We have analyzed the similarity of carphone frames using H.264 Visa Baseline Tool

[7]. In Fig. 2, (b) and (c) show SAC values of 49th MBs (including man’s nose and lips) in
6th and 7th carphone frames, and it is called as SAC image. SAC images depict the same
contents (blue region) being implied within two frames statistically.

Frame similarity �fi can be estimated as:

�fi =
∑

k

δ(SAC
Ii−1
k − SAC

Ii

k ), Ii ∈ � (5)

where �fi means the number of 4 × 4 blocks with the same feature of the same location in
two frames. If �fi < TAC(= σ × Tmax), Ii and Ii−1 are similar, and if not, Ii and Ii−1 are
not similar, where σ is a similarity factor which is given as about 0.3 for H.264 QCIF video
baseline profile. Then, scene detection is organized by frame similarity �fi as following:
When Ii and Ii−1 are not similar, if there are P-scene frames in between Ii and Ii−1, Ii is in
non-scene frame, whereas if there is not a scene frame, Ii is in scene frame.

The scene change detection is done on H.264 encoder, and then the detected scene
information is capsulated in H.264 SEI Message Unit to transmit to decoder.

2.2 Temporal error concealment based on scene change detection-PCA model

In face recognition field, PCA has long been used to model the visual content of images for
image reconstruction.
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Let y be (p × q) image vector, and then image reconstruction ŷ can be obtained by
combining linearly its individual components on an adequate eigenvector space as:

ŷ = m +
p∑

k

[(y − m)T uk] (6)

where m and uk are mean image vector and kth component eigenvector in p-dimension
eigenvector space respectively.

In PCA of face recognition, the mean image m is estimated by arithmetic mean over
p images and uk is given by covariance matrix that is estimated by subtraction of the p

training images and the mean image. Image reconstruction error e = y − ŷ depends on
second term y − m in (6), that is, whether mean image m is close to current image y or
not. If there occurs a scene change in video streaming, a set of training images is composed
of images with different visual contents, so it lowers the PSNR of the reconstructed image
than image using the visual same content. The reconstruction image is unsuitable for error
concealment, in which lost block is filled by close visual content. Our idea is to make the
training images to be only the particular images having same contents related semantically,
so that the arithmetic mean image m should be updated according to video characteristic.

Now, note that a scene is defined as a succession of individual frames (images) seman-
tically related with each other. It implies that a scene of frames should be used as a set of
training images. Practically, after scene change, a few or lot of frames not related with cur-
rent content may be still in buffer of training images. Hence, PCA model could not produce
the fine results for video stream. Consequently, image buffer has to be updated to include
the only related contents in accordance with scene change.

Let n be current instant of frame, and let N be a buffer size which can be refreshed. Then,
Index Transformation, n + i − N means the past location of frames within buffer of size N .
Using the transformation, we can derive an adequate mean image m from image buffer as:

m(n) = 1/N
N−1∑

i=0

y(n + i − N) (7)

where y(n + i − N) is image vector at time n + i − N , where i − N, (i < N) represents
how far an image is from the current time instant.

To distinguish the mean image from the traditional PCA, it will be called as UPCA
training model. In UPCA model, it is a technical skill that the training set is updated by
index transformation, that is to say, a training contents y(n − N), y(n + 1 − N)y(n − 1) is
updated in accordance with the scene change, while its size N is dynamically altered with it.

We realize it simply by connecting buffer pointer with scene change output. If there is
not a scene change, mean image m(n) is estimated by average of images filled in image
buffer. At this time, image pointer points max scale, it coincides with fact that training
images should be in a scene. For example, N = 6. If there is a scene change, image pointer
is refreshed, and points to 1, 26, according to the input frames. Updating the mean image
only by scene change dynamically improves performance of image reconstruction for the
video sequences with more complex motion or abrupt scene change. m(n) and y(n + i −
N) are noted as m(n) and yn+i−N respectively. Now, we want to estimate kth component
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eigenvector, uk by applying m(n) to PCA. (p × q) × (p × q) covariance matrix at current
time instant n is estimated as following:

Cn = 1/N
N−1∑

i=0

[(yn−i − mn)(yn−i − mn)T ] (8)

In order to avoid computational complexity, PCA uses to calculate eigenvector vl(l =
0, , N − 1) of (N × N) dimensional matrix L = AT A, where A = [yn−N−1 − m(n), , yn −
m(n)]. Then, eigenvector un

k(k = 0, , N − 1) of (p × q) × (p × q) covariance matrix C(n)

is estimated by combining linearly variance yn−N−1 − m(n)(i = 0, , N − 1) and v
(n)
k (k =

0, , N − 1) as follows:

U(n) = [un
0, ..., u

n
N−1] = [yn−N−1 − m(n), ..., yn − m(n)][V n

0 , ..., V n
N−1] = AV (9)

In this paper, the number of eigenvector is chosen as 3 ∼ 6 from experience:

2.3 Error Concealment Based on Iterative-POCS

Error concealment based on POCS gives constraints on each unknown convex set.
The optimal solution is obtained by iteratively projecting the previous solution onto each

convex set. Temporal error concealment is performed by iterative-POCS with PCA, com-
poses of three stages, such as PCA training, image reconstruction and error concealment
stages.

Our POCS algorithm with PCA is shown in Fig. 3. PCA model is pretrained with cor-
rectly received or concealed frames, Where, PCA use the images from buffer whose content
is refreshed by scene detection output. When there occurs a corrupted frame, in order to
decrease the iterations, the corrupted area may be, first, copy-pasted from previous frame.
Then, the first copy-pasted frame is projected onto the PCA model. This iteration keeps on
until e = yi − yî = 0.

Fig. 3 Error concealment based on POCS with UPCA
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3 Experimental results

In experiment, we use JM 15.0 reference software as the platform to simulate our algo-
rithms. The standard video sequences in QCIF (176×144) format are analyzed. The encoder
is based on the H.264 baseline profile and the QP is set to constant of 28,.

3.1 Scene change detection results

3.1.1 Performance estimation and detection result

Scene detection performance is tested on our video sequence edited by following order;
20 carphone frames, 50 akiyo frames, 50 coastguard frames, 20 carphone frames, 50
f oreman frames, 50 container frames, 50 mobile frames, 50 daughter−mother frames,
30 news frames, 50 salesman frames, 50 silent frames and 40 trevor frames.

Figure 4 displays the change of the number of bits for frames and the detected scene
changes.

In figure, 211th to 260th frames are in a scene of 50 mobile frames and 261st ∼ 310th
frames are in a scene of 50 daughter-mother frames. The mobile frames have bits/frame
close to intra frames in daughter-mother. It is difficult to detect intra frames with a fixed
threshold. However, in the video scenes, intra and inter frames are distinguished by the pro-
posed dynamic threshold correctly. As a result, all intra frames are detected by dynamic
threshold (red plot). Blue circles (◦) represent the resulting intra frames. Please note that
GOP (=IPPPP. . . IPPPP. . . ) length is 15 and scene frames are also encoded by intra pre-
diction mode. Then, all scene change frames of both I-frame and P-frame are intra-frame
due to its video compress effect. In addition, all I-frames are intra-frame in H.264 video
sequences. Therefore, if there is a P-frame in a set of intra-frames, it is scene change frame.
The re-sulting frames, in figure, are of the selected instants within GOP cycle (green trian-
gle mark �). Except the P-frames, the remaining frames with scene change are 121st, 211th
and 361st intra frames. In order to pick out three frames from intra frames with GOP length
of 15, AC similarity critical algorithm are applied to all intra frames.

Table 1 shows AC similarity calculated on I-frames of video frames from 1st to 226th.
These results are produced by AC energy similarity of 4 × 4 blocks of current I-frame and
previous I-frame, that is, SACs. The bigger the similarity, the more I-frames will be in the
same scene, and the smaller, in the other scene. In our decision, if the current similarity is
more than 30% current I-frame is similar to previous frame, and if not, it is not similar. In
Table 1, 76th, 121st, and 211th frames are picked as non-similar frames by the judgment
value. Of the three non-similar frames, the only 121st and 211th frames are selected as scene
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Table 1 AC similarity of intra
I-frames with GOP 15 Frame No 1 16 31 46 61 76 91 106

Similarity 881 1111 717 1351 1341 383 820 864

Frame No 121 131 151 166 181 196 211 226

Similarity 384 1118 592 627 745 634 421 551

change frame by our scene change estimation. In between 61st and 76th frames, 71st frame
has been already selected as scene change frame by dynamic estimation. Meanwhile, while
in between 106th and 121st frames, and in between 196th and 211th frames, there is no
scene frame. Hence, 76th non-similar frame has been rejected from scene change frames.
Similarly, 361st intra frame has been detected as scene change frame in Fig. 4. For whole
scene changes, the resulting frames are shown as frame instant with green triangle marks
(�), that is, all the 11 scene changes have been detected correctly over our tested video
sequence.

3.1.2 Comparison with related works

In order to choose the best method for a given error concealment, several scene detection
methods have to be compared. However, it is not easy to fairly compare the previous meth-
ods with each other, because there is not yet a standard video sequence for testing scene
change. Hence, scene changes have been still tested in coinciding with their particular appli-
cations. In experiment, scene detection output is applied to error concealment for H.264
QCIF video sequences, in which the only scene cut or high motion rate is required. There-
fore, we have compared a few related methods with our method. Of course, the comparison
is not fair, because test sequence are edited sequences and are not well-known standard
sequence. However, we can have a trend for the given methods. The proposed algorithm has
been compared to other scene cut detection solutions, by the application of the MSU-Video
Quality Measurement Tool [16], which is able to implement four different scene change
methods, such as 1) SAD based Pixel-Level Comparison, 2) Global Histogram based SAD
Estimation, 3) intra MB type-Based Detection, and 4) Motion Vector based Similarity Mea-
surement. We use standard individual video sequences to edit a large video sequence, whose
length is 5100 frames and in which 110 scene changes occur, in order to include as many dif-
ferent affects as possible, such as low and high mobility, panning, zooming, light variations,
scene changes, and so on.

The performance measurements are implemented with the well-known Recall and
Precision parameters [5], which are defined as follows.

Recall = Correct

Correct + Missed

P recision = Correct

Correct + False
(10)

The results are given in Table 2. It can be seen that the proposed method achieves on
average 99% recall rate with a 98% precision rate for all scene changes. In comparison
with the related methods, the proposed method achieves superior performances in terms
of both recall and precision rates. Additional advantages with the proposed method can
be highlighted the following as: 1) Algorithm is implemented for the abrupt scene change
and the higher mobility in compressed domain, 2) thus, quite suitable for real-time error
concealment in real time video sequences, 3) only two initial parameters are required for
scene change detection.
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Table 2 Performance
comparison of scene detection
methods

Detection algorithms Correct False Missed Recall Precision

Proposed algorithm 110 2 1 0.99 0.98

MSU-1 [16] 107 31 3 0.97 0.76

MSU-2 [16] 105 8 5 0.96 0.93

MSU-3 [16] 91 24 19 0.83 0.79

MSU-4 [16] 99 12 11 0.9 0.89

3.2 Error concealment experiment

In this experiment, standard test QCIF (176× 144) sequences, carphone, akiyo, f oreman,
coastguard ,news, trevor andmobile are tested. In exception ofnews and trevor , the other
sequences are composed of a scene, that is, scene change does not occur in the sequences, but
there is a few difference in detailed video characteristics. (refer to [14]). In error conceal-
ment experiment, one MB scanning scheme, FMO0 have been used to order scanning MBs
at encoder. In FMO0 scheme, missing MBs concentrate on a particular region of frame.

3.2.1 Image reconstruction

Asmentioned above, if more than one frames are received at decoder successfully, error con-
cealment with UPCAmodel can be applied to pixel domain in current image. When decoder
receives a frame with no error, it can be used to update the existing PCAmodel. When a cor-
rupted frame with missing MBs is received at decoder, it uses PCA method to reconstruct
the missing pixels in the image. We present the reconstruction results using FMO0, in order
to verify error concealment effects.

Figure 5 shows the reconstruction images using five previous frames. As can be seen,
there includes no visual artifact in the reconstruction images. The satisfactory results are

Fig. 5 Error images (top) and the reconstructed images with UPCA model (bellow)
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Table 3 PSNR of images
reconstructed with UPCA using
1 to 5 frames after scene cha

Frames Second Third Fourth Fifth Sixth

Foreman 38.6275 37.6930 37.2030 36.4364 37.1019

Akiyo 50.6786 50.6788 50.5679 41.3495 58.9952

Carphone 42.3100 36.500 41.2058 41.2491 34.8666

Mobile 41.2462 41.4494 42.0299 41.4392 42.4744

still obtained even when less than five previous frames are used to reconstruct the cor-
rupted image with UPCA. The results have been analyzed with PSNR of the reconstruction
images at Table 3. The all evaluations in PSNR have been calculated inside a whole frame.
In table, second frames are reconstructed by UPCA model composing of one correctly
received frame, 3rd frames by two frames, 4th frames by three frames, and so on. Regard-
less of using one or two frame, all concealed images show very fine PSNR of about 40 dB.
Please note that UPCAmodel is proposed in order to reconstruct the corrupted images when
scene change occurs. For second frame after scene change, the resulting reconstructions are
38.6275 dB, 50.6786 dB, 42.3100 dB and 41.2462 dB for foreman, akiyo, carphone and
mobile frames respectively. It is seen that error concealment can be included in the image
reconstruction process as soon as scene change occurs.

Rationality of UPCA model is analyzed in contrast to previous works [8, 14]. In Table 4,
the reconstructed PSNRs of foreman have been produced by UPCA, PCA and UPC model
respectively. In [8], UPC model was assigned to spatial error concealment. However, in our
experiment, the UPC model could be composed of previous frames. Hence, the model is
applied to temporal concealment and then is compared with UPCA model. The traditional
PCAmodel yields the satisfactory result for reconstructing with 4 frames after scene change.
However, for second frame with scene change, the result is poor PSNR of 2.7411 dB. For
3rd and 4th frames, the PSNRs are low similar to the previous. In UPC model, the serious
artifact is improved more than PCA. However, when 4 frames are used to reconstruct the
corrupted image, that is, when being supposed that there is no scene change, the method
with decay factor α = 0.1 has PSNR of 2dB lower than PCA model.

3.2.2 Comparison with several error concealments

Error concealments produce several artifacts due to difference place of error bits, that is,
according to whether loss areas occur in a scene or in scene change.

First, Error concealment performance is testedonf oreman,akiyo, carphone andmobile

of QCIF sequences in terms of PSNR. Tables 5 and 6 show PSNRs for concealed frames.
Error frames have the distribution of corrupted pixels as in Fig. 5. As can be seen from

Table 5, most of the methods yield high PSNR values on video sequences with low mobility
of object or background, in except of PCA method. Especially, BMA has better PSNR over

Table 4 PSNR of f oreman

frames reconstructed with
individual training

Foreman frames after scene change

Algorithms Second Third Fourth Fifth Sixth

Updated PCA 38.6275 37.6930 37.2030 36.4364 37.1019

UPC 37.3978 35.5463 36.1020 33.4223 34.1312

Traditional PCA 2.7411 8.7497 18.1826 36.4364 37.1019
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Table 5 Comparison of PSNRs of images concealed with individual temporal error concealment(1)

4th frames after scene change on Video sequences

Algorithms Foreman Akiyo Carphone Mobile

Copy-paste [4] 31.9589 45.2904 35.1217 31.7787

BMA 25.1264 52.4953 40.5904 28.3196

PCA 18.1826 15.0603 22.1474 19.9393

UPC 36.1020 42.7706 39.8456 36.9826

UPCA 37.203 50.5679 41.2058 42.0229

Corrupted frame 8.9408 13.9429 11 8.6137

UPCA, if two boundaries (top and bellow) of loss area are available and if the motions
are linear and homogeneous (all parts moving in the same direction), for example, akiyo .
However, the video quality reconstructed over foreman and mobile sequences, that include
ROI and background of complex motions, are decreased greatly compared with Copy-Paste
or UPCA. Context-based methods, such as PCA, UPC and UPCA, can have better flexibility
by training models in ROI with non-linear and inhomogeneous movement.

UPCA produces PSNRs of 37.203 dB, 50.5679 dB, 41.2058 dB and 42.0229 dB over
four test sequences, respectively. The values are more than 1.101 dB, 7.7973 dB, 1.36 dB
and 5.0403 dB on foreman, akiyo , carphone andmobile sequences respectively compared
with UPC model. It is obvious that UPCA represents video characteristics, such as high
motion, various moving directions and zoom in/out, more adequately than UPC mechanism.

In Table 6, the resulting PSNRs are also similar to the above testing. In Table 5, PCA
model yields low PSNR with the severe artifacts, because there are not yet enough frames
needed for training, whereas, in Table 6, on which six frames are used for training, there are
no artifacts. PCA model yields the same result as UPCA.

It shows that the idea, using Index Transform and image buffer for training structure to
be close to scene contents, is right.

Second, the performance of UPCA is tested on video sequences with CIF format. Figure 6
shows corrupted frames and concealed frames on car-phone sequence with QP=28, display
resolution of CIF format and GOP=30. In during transmission, bit error has appeared in 6th
frame, so first corrupted frame is the 6th frame. When there is no bit error in car-phone sequ-
ence, PSNRs of 9th and 16th frames are 41.6232dB and 40.2022dB respectively, but when
there occurs bit error with error rate of 10-3 in transmitting over radio channel, the PSNRs

Table 6 Comparison of PSNRs of images concealed with individual temporal error concealments(2)

8th frames after scene change on Video sequences

Algorithms Foreman Akiyo Carphone Mobile

Copy-paste[4] 32.6615 45.2132 28.6641 32.6615

BMA 30.0909 46.8989 37.3345 27.4456

PCA model 38.2261 45.5549 33.5883 38.2261

UPC model 38.0112 39.7979 32.4545 36.2546

UPCA 38.2261 45.5549 33.5883 38.2261

Corrupted frame 8.8915 13.9481 10.9054 8.8915



Multimed Tools Appl (2018) 77:31953–31967 31965

Fig. 6 Lost frames caused by a bit error and frames concealed by UPCA

are fallen to 19.239dB and 20.345dB. As it can be seen from concealed frames, UPCA not
only yields the result of satisfaction visually, but it also has PSNRs as high as QCIF video
error con-cealment. CIF video concealment, however, needs calculation time longer than
QCIF video concealment. In our test of car-phone, the time is almost 300ms per frame.

4 Conclusion

In this paper, we proposed a new error concealment algorithm using scene change detection
in H.264 QCIF video sequences. First, the effective dynamic threshold and AC similar-
ity metric are presented using the statistical characteristic of H.264 video image. With
these parameters, a novel scene detection algorithm is built in JM15.0 encoder. The scene
detection output is used to improve the performance of the satisfactory video quality and
higher PSNR. In temporal error concealment, the updated PCA is exploited by using Index
transformation and image buffer refreshing. UPCA is very effective for reconstructing the
corrupted frames that are located at 1st to 6th frames after scene change. The lost images
are concealed by using POCS algorithm with UPCA model. Experiments show that the
proposed method is apparently superior to the related works.
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