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Abstract This paper presents a blind and robust audio watermarking algorithm developed
based on Fibonacci numbers properties and the discrete wavelet transform (DWT) advantages.
The method embeds watermark bits in the 6th level approximation subband of DWT at which
there is less sensitivity of the human auditory system. The key idea is dividing the 6th level
approximation coefficients into small frames and modifying their magnitude based on
Fibonacci numbers and watermark bit values. The proposed watermarking method demon-
strates a superior robustness against different common attacks (i.e., Gaussian noise addition,
Low-pass filter, Resampling, Requantizing, MP3 compression, Amplitude scaling, Echo
addition, Time shift, and Cropping). Compared to recently developed methods, the proposed
algorithm is much more robust against the most common attacks with capacity as high as 686
bits per second. The results of PEAQ testing verify the quality of watermarked audio signal
without significant perceptual distortion. The algorithm allows flexibility in audio watermark
algorithm to achieve a balance between robustness and imperceptibility while the capacity is
maintained constant by choosing various kinds of sequence.

Keywords Blind audio watermarking - Fibonacci numbers - Discrete wavelet transform -
Human auditory masking
1 Introduction

The rapid development of computer and communication networks makes that the content of
multimedia (i.e., sound, image, and video) can be easily generated, stored and distributed.
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However, illegal application of multimedia has become widespread. Therefore, protection
against intelligent offending is an important matter. In recent years, digital watermarking has
been proposed as an approach to prevent multimedia against intelligent abusing. Originally,
watermarking is a data-hiding technique inserting the owner’s private information in multi-
media that can be used for subsequence extraction in order to perform copyright protection,
content authentication, fingerprint and broadcast monitoring [14].

For audio watermarking methods to be effective, they must satisfy basic requirements
which are mentioned as follows:

— Imperceptibility: The quality of watermarked audio signal must be acceptable regarding
the objective and subjective tests.

— Robustness: After encountering various signal processing and manipulating attacks, the
watermarks must still be extractable.

—  Capacity: The number of bits can embed without losing imperceptibility so called as
capacity. The capacity is measured in bits per second.

These criteria are shown in the corner of the magic triangle illustrated in Fig. 1. The
watermarking methods could not satisfy three requirements, simultaneously, because there is a
balance among the audio watermarking requirements [17]. In another way, the watermarking
methods can be classified into two main groups, blind and non-blind methods. While
retrieving watermark may not need the original signal, the algorithm will be called a blind
algorithm. Otherwise, it will be called an aware or non-blind algorithm [10]. In general, blind
watermarking methods have more attraction in application scenarios [12].

Usually, the audio watermarking methods are categorized in the domains of time and
frequency. In the time domain [5, 28], there are some methods, i.e., Spread spectrum, Echo
hiding, Least significant bit modification, Phase coding and modulation, and Patchwork based.
In the frequency domain, some methods such as Discrete Wavelet Transform (DWT) [9, 14,
20], Fast Fourier Transform (FFT) [10, 23], Discrete Cosine Transform (DCT) [17, 30],
Cpestrum [13, 22], and Singular Value Decomposition (SVD) [2, 7, 15] can be used [14,
26]. Ordinarily, the time domain methods have a lower complexity and are easily
implementable, but they demonstrate a low robustness against attacks. On the other hand,
the frequency domain approaches have a better robustness and imperceptibility because of
using the capability of signal character and human perception [14].

Imperceptibility

Capacity Robustness

Fig. 1 The magic triangle [17]
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There are three main techniques to implement watermarking. In the spread spectrum
technique, the data embed different kinds of pseudo-random noise into an original signal in
the coder, and subsequently, is extracted based on correlation in the decoder. In Pair Coefti-
cient Modification technique, every watermark can be extractable based on the relation
between paired groups. The Quantization Index Modulation (QIM) technique, which was
proposed by Chen and Wornell, is one of most practical approaches. The main reason for its
prevalence is creating balance between capacity, robustness, and imperceptibility [14].

In [14], Rational Dither Modulation performs watermarking on the vector norms of the Sth
approximation coefficients of DWT by using perceptual masking. Embedding is conducted by
modulating the coefficient vector using the quantization step while the quantization step is
estimated from the previous watermarked vectors. Robustness and capacity are obtained by
altering in the vector dimensions, and the imperceptibility is guaranteed by keeping error
quantization under the auditory masking threshold. In [4], an algorithm is proposed based on
SVD in the DWT domain and watermark is embedded based on QIM technique in the sv of
DWT coefficients. Experimental results showed high imperceptibility and high robustness
against common attacks. In [20], the authors propose a robust technique based on Lifting
Wavelet Transform (LWT) in which watermark bits are embedded using SVD and QIM in the
low-frequency coefficients of LWT. The results indicated resistance against common attacks
and Stirmark attacks. Also the trade-off between robustness, imperceptibility and capacity was
possible. In [29], the authors propose a scheme based on norm vector and DWT for blind
watermarking. For more improvement in robustness and imperceptibility, the image as water-
mark signal is encrypted by Amold transform and then embedded in a portion of the DWT
coefficients by using QIM technique with variable quantization step. In [16], Variable-
Dimensional Vector Modulations scheme is presented by norm space DWT to improve
watermarking efficiency. Watermarking procedure is performed by a norm vector extracted
from the low-frequency DWT coefficients. The strength of embedding can be defined by the
level of quantization step, which is adjusted lower than the auditory masking threshold. This
scheme provides the balance between capacity and robustness. In [12], one method based on
Multilevel DWT (MDWT) is proposed to decompose host signal, and by using the first to ninth
detail subbands of DWT, the watermark bits are embedded in the low-frequency DCT compo-
nents using Rational Dither Modulation (RDM) and Window Vector Modulation (WVM). Also
synchronous pattern is inserted into the 11th level approximation coefficients. In [9], one robust
and high capacity watermarking algorithm is proposed by using high-frequency coefficients of
DWT in which Human Auditory System (HAS) has a lower sensitivity to modification. The key
idea is dividing high-frequency coefficients into frames, and embedding is performed by using
the average of frame coefficients. Experimental results showed a high capacity without most
perceptual distortion as well as robustness against common signal processing attacks.

DWT, because of its benefit in perfect reconstructing and multi-resolution specifica-
tion, has gained widespread popularity. Another advantage of DWT used in audio
watermarking methods is exploitation of human perceptual model. Most of the DWT-
based watermarking methods utilize both of DWT and QIM for watermark embedding.
However, QIM technique is damageable against some attacks such as Amplitude scaling.
Therefore, we use the advantage of Fibonacci numbers with relative steps utilized in
[10]. In this paper, we propose the blind watermarking method based on Fibonacci
numbers, DWT, and human auditory characteristics. The relative quantization steps
provided by Fibonacci numbers not only achieve maximum robustness against most
common attacks but also retrieve imperceptibility.
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The remainder of this paper is organized as follows: Section 2 presents the background
information. In section 3, the proposed algorithm is introduced. Sections 4 and 5 present the
experimental results with respect to imperceptibility and robustness, respectively. Finally,
conclusion is drawn in Section 7.

2 Fibonacci numbers

The numbers {1, 1, 2, 3, 5, 8, 13} are known as the Fibonacci numbers. For some years,
mathematicians used to consider them because of their applications. In this paper, we use this
sequence type to embed and extract watermarks. Fibonacci numbers were obtained by Eq. (1):

0, ifn < 1,
F,= 1, ifn =1, (1)
Fpi+ Fro ifn>1.

They have very interesting features. One of the most important of these features, which was
also used in this study, is the relation between two successive Fibonacci numbers:

F,=F,1+ Fn*Z; (2)
Fn Fn—l + Fn—2 Fn—Z 1
= = 1 = 1 . 3
Fn*l Fn*l * Fn*l + F"’l ' ( )
Fn—2
li " = lim | 1 =1 ! 4
el Iy el B P (4)
Fu n—w [, 5
P n 1
if lim =p;p=14+—; (5)
n—o F, %)
2 1 —0-
¢ 1 =0; (6)
1+£5
p=— (7)

If ¢ is positive, then @ =1.618. In fact, ¢ is the Golden Ratio. The Golden Ratio is an
irrational number because it is an answer of the polynomial equation. Golden Ratio is named
after introducing Rectangular Golden with sides having Golden Ratio. Every Fibonacci
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number can be shown by Golden Ratio. Eq. (8) demonstrates how Golden Ratio generates
each Fibonacci number. ¢ is a negative form of Eq. (7) [10]:
s0“_@"1
= 8
75 (8)

In the original Fibonacci set, there are two ‘1’s that we removed one of them in the
proposed algorithm. In addition, in order that Fibonacci numbers become applicable in the
proposed algorithm, we must add some elements between ‘0’ and ‘1°. Furthermore, it is worth
to introduce F = {0, 0.25, 0.5, 1, 2, 3, 5, 8, 13,..} as a new set of Fibonacci numbers.

3 Proposed scheme

Extensive works have been performed for the characterization of HAS in recent years. Figure 2
illustrates the intensity of sound to HAS response in the frequency scale. The absolute
threshold is the lowest sound that can be audible by human’s ear, which depends on frequency.
Sound pressure level (SPL) is measured by dB. Decibels have a logarithmic scale, such that
each 6 dB increase in SPL doubles the intensity of the sound. The perceived loudness of sound
has a relationship with sound intensity. According to Fig. 2, a human can hear the sound with
frequency in the range of 20 Hz - 20 kHz. The human’s ear sensitivity is high in the range of 3—
4 kHz and decline in lower and higher frequencies [10].

Among the used transforms, DWT has more benefits in audio processing such as multi-
resolution and logarithmic subband frequency decomposition, showing a high degree of
similarity to human perception [9]. In other words, DWT represents more frequency resolution
in low-frequency range compared to DCT and DFT, which have equal frequency resolutions in
all bands. Even DFT does not present good frequency resolution in comparison with DCT.
Moreover, DWT not only has lower computational complexity but also has sharper transition
edge of basis function in comparison with DCT and DFT [1]. Consequently, DWT has the
lowest leakage among the subbands, which leads to better imperceptibility of watermarking.
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Fig. 2 Typical absolute threshold curve of the human auditory response [10]
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In this paper, DWT is used for embedding watermarks because of the mentioned advan-
tages. The 6th level approximation coefficients are proper for embedding. Due to the low
sensitivity of human’s ear to low frequency as well as its high robustness against some attacks
such as Mp3 compression and low-pass filter, we use the 6th level approximation coefficients
equal to the frequency range of 0-344 Hz for watermark embedding. As demonstrated in
Fig. 3, DWT coefficients can be presented in different levels. The horizontal axis is the
decomposition level of DWT, and the vertical axis is frequency band in Hz. The 6th level
approximation coefficients equals to 0-Fs/128. This band of frequency is proper for embed-
ding, because human’s ear has low sensitivity to low frequency.

DWT separates input signal into two subbands, approximation and detail, and decimates the
output of each decomposition level. The decomposition continues on the approximation part
until the desired decomposition is obtained. DWT coefficients can be extracted based on Egs.
(9) and (10) as follows:

CH(i) = X0 h(j=20)C()) ©)

DH(i) = X% g (=2 D" () (10)

where, C(i) and D(i) illustrate the L™ level approximation and detail coefficients of DWT,
respectively; h(j) and g(j) define the low- and high-pass filters of orthogonal wavelet,
respectively; and Jy, is the length of the wavelet filters. In the proposed algorithm,
Daubechies-4 filter is used as a wavelet function of DWT. Most of audio signal decomposi-
tions use Daubechies filters [14, 15, 29] because of proper sharpness of frequency character-
istics, causing better audio band decomposition [11], and consequently, better imperceptibility
of audio watermarking.
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Fig. 3 DWT analysis
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4 Embedding algorithm

Firstly, DWT is used to decompose the audio signal as a host signal into multiple subbands;
then the 6th level approximation coefficients are modified based on Fibonacci numbers and
watermark bits. Finally, the inverse DWT for regeneration of audio signal is used. Embedding
steps are represented as follows:

Step 1.  Applying DWT for giving the 6th level approximation subband. We can use the
frame with 30 s length.

Step 2. Dividing the 6th level approximation coefficients of DWT into subframes with the length
of d, which is used for repetitive embedding of unique watermark bits in them.

Step 3. Finding the largest Fibonacci numbers {fib, ;}, n'™ Fibonacci numbers for /™ DWT
coefficients, which is lower than or equal to the magnitude of /™ approximation
coefficient in the current frame, {f;}. {fib, ;} is determined based on Eq. (11):

Jib, i =f (11)
Step 4. Obtaining the watermarked coefficients {f’;} by Eq. (12):

fib,; if nmod2 =0andw; =0,

s fibyy;, if nmod 2 = 1and w, =0, (12)
") fibyyy; if nmod2=0andw, =1,
Siby;, if nmod2=1landw, =1,

Where, 1=i/d| + 1, w; is the 1" watermark bit, and L. ] denotes the floor function. Each
watermark bit embeds in the subframe repetitively; in other words, each subframe denotes a
unique watermark bit.

Step 5. Using inverse DWT for achieving the watermarked audio.

The advantage of Fibonacci numbers is that the distance between zeroes and ones auto-
matically adapts to the magnitude of the DWT coefficient to be modified. The distance is
adapted by taking into account the magnitude of the coefficient to be altered. This is one
advantage of the proposed watermarking method to obtain a balance between imperceptibility
and robustness, which is not given in QIM. In QIM, the distance between zeroes and ones,
which equals to the quantization step, is uniform [3].

Figure 4 illustrates a flowchart of the embedding algorithm. Sequence type and subframe length
(d) are two adjustable parameters to maintain the trade-off between robustness, imperceptibility, and
capacity. We will illustrate the effect of adjustable parameters in the Experimental Results section.

5 Extraction algorithm

The parameter of extraction, i.e. the subframe length (), can be sent by secure channel for the

decoder. The extraction procedure shown in Fig. 5 can be summarized in the following steps:
Step 1.Applying DWT to calculate the 6th level approximation coefficients of watermarked audio.

Step 2.Dividing the 6th level approximation coefficients into the subframe length (d).
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Fig. 4 Flowchart of the embedding algorithm

Step 3.Selecting the closest Fibonacci number to approximation coefficients for each
coefficient in the current subframe; if DWT coefficients have an equal distance from two
Fibonacci numbers, we will choose the lowest one:

0, if nmod2 =0,
B"_{l, if nmod2 = 1. (13)

To extract each watermark bit, each sample must be checked whether ‘0’ or ‘1’ has been
embedded. Based on the examination of the whole coefficients of the current subframe, the
watermark can be extracted. The watermark will be extracted based on Eq. (13). B; is the extracted
watermark from each sample. After giving whole information, the extracted watermark bit can be
extracted based on voting technique. According to this rule, if the number of zero samples extracted
is larger than or equal to half of the subframe’s length (d), the extracted watermark bit will be ‘0’;
otherwise, it will be ‘1°. For instance, if the subframe’s length is 7 and we have received three ‘0’s
and four ‘1’s, then the extracted watermark bit will be ‘1°.
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Fig. 5 Flowchart of the extracting algorithm

6 Algorithm specification

In the QIM technique (based on Dither Modulation), firstly, the host signal samples are
quantized according to quantization step-size and then the residuals, %4 and % quantization
step-size, are added to the quantized host signal according to the inserted watermark bit ‘0’ or
‘1”, respectively. In the extracting phase, the watermarked signal is re-quantized using the same
quantization step-size and then the quantization residual is achieved. If it is larger than '
quantization step-size, the extracted watermark is ‘1’; otherwise, it is ‘0’. A large
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quantization step-size causes to either decrease of imperceptibility or increase of
robustness, and vice versa [31]. In the QIM method, the step-size quantization is
constant; then the residual compared to the small magnitude of host signal samples is
large, while it is small compared to larger magnitude of host signal samples. Then the
modification error is affected by scale of relative residual. However, in Fibonacci
numbers, the distance between two successive numbers depends to Golden Ratio. The
key idea of using Fibonacci numbers is to preserve the modification error in the
determined limit. The maximum distortion with assumption r, = 2=, represented in

Fuy
[10], will be denoted in the following:
(1) If the magnitude of approximation coefficient converts to F, , ;:
-1)F, -1)F, -1
max error rate = o SO0 _ (o DFy _ (" DFy 1 (14)
Fn+1 Fn+l rnFn "n
(2) If the magnitude of approximation coefficient converts to F:
max error
max errorrate = ———r,— 1. (15)

1y =2,r4 = 2,15 = 2,76 = 1.5,r7 = 1.66,r5 = 1.6,r9 = 1.625, ...

Furthermore, by assuming typical value, r, =1.61, the maximum error rate will be in the
range of 0.36-0.61. If the magnitude of the coefficient is lower than 3, r,, will be equal to 2 or
1.5. In these cases, maximum errors for the worst cases are between 0.66 to 1; the maximum
distortion is often lower than 50% of the magnitude, and it is rarely higher than 50% of the
magnitude of coefficients, in which » has a low value. Then the average of maximum error rate
will be 50% of the magnitude. If coefficients have a uniform distribution, the mean error rate
will be 25% [10].

Use of Fibonacci numbers is not a unique method to get an ‘exponential-like spacing’ of the
watermarking coefficients. We can use other sequences instead of Fibonacci numbers. To get
the different sequence, we can use Eq. (16), where & is a relation between the two successive
numbers.

Fn= k"], forn=1,2,..., (16)

Where,

F
n—“:k, forn=1,2,..., (17)

n

By choosing different & values, we can generate various sequences.

(1) If |k <1, the generated sequence is lower than 1; then it is not suitable for the
watermarking system.

(2) If [k > 2, both the growth rate as well as modification error are high; then the generated
sequence is not suitable for the watermarking system.
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(3) If 1<k <2, the generated sequence is proper for the watermarking application. Table 1
shows the sequences generated based on various £ values which are categorized into five
types. The sequence constructed by k= 1.5, 1.7 is close to Fibonacci numbers value. If
k=, the generated sequence is approximately equal to the Fibonacci numbers’ value.
Various sequences present a trade-off between robustness and imperceptibility. By increas-
ing the distance between the numbers (k), not only the imperceptibility of watermarked
audio decreases but the robustness increases too. Also by decreasing the distance between
numbers (k) the imperceptibility will increase and robustness will decrease [10].

7 Synchronization

One of the most important things in audio watermarking is the synchronization problem. Most of
watermarking methods have used the whole of the signal for embedding watermarks, and
subsequently, the whole of the signal has been used to extract watermarks. Although this technique
is simple and usable, it is not flexible. The watermarking algorithm, which uses synchronization,
provides the possibility of watermark extraction by even a portion of watermarked audio. On the
other hand, in the technique that uses framing for extraction synchronization causes the location of
the embedded bits to be found easily with the lowest error [27].

In this paper, before embedding, 39-bit Barker codes as synchronization bits are added to
watermarks, periodically. Figure 6 shows the data structure of watermark bits. Therefore, the
synchronization bits are embedded at the beginning of each audio frame. The main reason of
utilizing Barker code is that it has a sharp autocorrelation with a high main loop as well as a
low side loop.

8 Discussion

To evaluate the performance and applicability of the proposed algorithm, we used album Rust
by No, Really [24], from which eight audio files of Pop music were selected. These audio files
are sampled at 44.1 kHz, 16 bits quantization per sample, and have two channels. The original
audio clips have an MP3 format, which were changed to WAV for processing.

The proposed algorithm embeds watermarks in the 6th level approximation coefficients attained
from the audio signal. The audio signal is decomposed by using the 4-coefficient Daubechies
wavelet. Figure 7 shows the waveform of the original and watermarked signals for ‘Go’ clip.

Table 1 Sequence with different & values

Type Sequence 1 2 3 4 5 6 7 8 9 a

1 Fy(k=1.3) 1 2 3 4 6 8 10 13 17 23
2 Fy(k=1.5) 1 2 3 5 7 11 17 25 38 57
3 Fibonacci 1 2 3 5 8 13 21 34 55 89
4 Fyk=1.7) 1 2 4 8 14 24 41 69 118 201
5 Fy(k=19) 1 3 6 13 24 47 89 169 322 613
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In the proposed algorithm, there is one adjustable parameter for applying the trade-off
among watermarking requirements (i.e. robustness, imperceptibility, and capacity). By increas-
ing the subframe’s length (d), robustness against attacks increases, and capacity decreases. We
assumed the subframe’s length to be equal to d =7 for evaluation in this paper.

For watermarked audio quality measuring, we can use objective and subjective tests. In
subjective test, the original signal and watermarked signals are played for a group of human
audience, and they are asked to distinguish the original audio from the watermarked audio. The
watermarked audio will be degraded by Subjective Difference Grade (SDG) test in comparison
with the original signal. Because of the complexity and non-sufficiently of SDG test, we used
the Objective Difference Grade (ODG) as an objective test of SDG [21]. ODG can get a mark
from —4 to 0. If the ODG value is ‘0’, there is no quality degradation, and if it is ‘-4’, the added
distortion is very annoying. An output value of ITU-R BS.1387 PEAQ standard is the ODG
value. Table 2 describes the various values of ODG [17].

ODG is a perceptual test by using human model. Another objective test for measuring the
modification error between the original signal ( s(n) ) and the watermarked signal (s'(n) ) is
Signal to Noise Ratio (SNR), which is calculated by Eq. (18):

¥,5%(n) )
¥ (s(m)=5(n))?

In this paper, we intend to evaluate imperceptibility with SNR and ODG tests. For ODG
test, we use PEAQ codes, which are implemented by the TSP Lab of McGill University [18].
Table 3 shows the imperceptibility evaluation results for various audio clips with presuming
embedded watermarks by different types. As shown in Table 3, the measured ODG ranges
from —0.34 to —1.60. For most of the results, the measured ODG is larger than —1, which
demonstrates watermarked audio with high quality. On the other hand, SNR shows the amount
of the distortion added to the original audio during audio watermarking. However, because of
less sensitivity of human’s ear in the low-frequency range, the added distortion is less audible.

One of the most important criteria to evaluate the proposed algorithm and to compare it
with different watermarking algorithms is robustness against various attacks. Basically, attacks
are introduced based on the proposed algorithm applications. In the decoder, watermarks are
extracted from the watermarked audio after applying the attacks. For robustness evaluation, we
must calculate the difference between the watermark extracted and the watermark inserted,
which is measured as Bit Error Rate (BER).

We used the BER criterion, which is obtained by Eq. (19). To calculate BER, the number of
the wrongly extracted watermark bits is divided by the number of inserted watermark bits:

SNR = 1010g10< (18)

Number of Error Watermarks
BER = 1 1
Number of Total Watermarks x 100% (19)

The attacks involved Gaussian noise addition, Resampling, Requantizing, Amplitude
scaling, Low-pass filter, Echo addition, MP3 compression, Time shift, and Cropping. Table 4

Synchronization

Watermark
code

Fig. 6 Watermark data structure
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Samples % 105

Fig. 7 a Original audio, b Watermarked audio, ¢ Difference between original and watermarked audios

outlines the detail of common attacks. In this paper, we used the attacks implemented by
MATLAB 2014b. The Mp3 coder was implemented by LAME [8] at 64 kbps and 128 kbps
bit rate.

As shown in Table 5, after encountering most of the different attacks, BERs will be
nearly zero. In spite of encountering attacks, the watermark bits will be extractable. The
proposed watermarking method has superior robustness against Low-pass filter with a
cut of frequency (4 kHz). Because the watermark bits are embedded in the 6th level
approximation coefficients, which are not eliminated after applying Low-pass filter
attacks. In addition, the proposed algorithm is resistant to MP3 compression at 128
Kbps and 64Kbps because of the same reasons. MP3 compression at 128 Kbps changes
or even climinates the audio signal frequency coefficients higher than about 11 kHz
sampled at 44.1 kHz [6]. Furthermore, although Mp3 compression (64 bps) and Low-
pass filter (4 kHz) change or eliminate high-frequency coefficients, these attacks could
not affect watermark extraction since the watermarks embedded in the frequency
coefficients are lower than 344 Hz. Of course, in echo addition with 5% decay and
50 ms delay, the results demonstrate high robustness.

Because of embedding the watermarks in the magnitude of coefficients, the proposed
algorithm is not completely robust against the amplitude scaling of 85% in comparison with
the other attacks, because the watermarks are embedded by modification of the magnitude of
coefficients affecting some attacks that manipulate the amplitude of the audio signal. Table 5
demonstrates that the proposed algorithm is robust against removing the first 200 samples of
the watermarked signal. It is achievable by embedding 39-bits Barker code as synchronization
bits at the first of each frame.

Choosing various sequences can alter the balance between imperceptibility (ODG or SNR)
and robustness against common attacks. In Fig. 8, each point states the imperceptibility and

Table 2 egradation scale of the ODG [17]

ODG Degradation

0 Imperceptible

-1 Perceptible and not annoying
-2 Slightly annoying

-3 Annoying

—4 Very annoying
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Table 3 Imperceptiblity test results

Audio track Type ODG SNR (dB) Audio track Type ODG SNR (dB)
Beginning of the End 1 —0.67 14.85 Breathing On Another Planet 1 —0.66 15.00
Beginning of the End 2 -0.77 13.99 Breathing On Another Planet 2 -0.74 14.59
Beginning of the End 3 —0.78 13.98 Breathing On Another Planet 3 -0.75 14.55
Beginning of the End 4 -132 1131 Breathing On Another Planet 4 -1.32 1221
Beginning of the End 5 -143 10.63 Breathing On Another Planet 5 -1.60 11.35
Go 1 -0.51 14.26 Floodplain 1 -0.34 15.24
Go 2 —0.52 13.83 Floodplain 2 -0.39 14.86
Go 3 -0.53 13.79 Floodplain 3 —0.39 14.90
Go 4 —0.70 11.80 Floodplain 4 —0.77 12.60
Go 5 -0.80 10.99 Floodplain 5 -0.96 11.64
Stop Payment 1 -0.95 1542 Citizen, Go Back to Sleep 1 -0.50 17.54
Stop Payment 2 -0.94 15.16 Citizen, Go Back to Sleep 2 -0.61 16.92
Stop Payment 3 -097 1513 Citizen, Go Back to Sleep 3 -0.59 16.97
Stop Payment 4 -1.28 13.07 Citizen, Go Back to Sleep 4 -0.98 14.39
Stop Payment 5 -1.49 12.09 Citizen, Go Back to Sleep 5 -1.21 1345
Thousand Yard Stare 1 —0.50 14.97 Molten 1 —0.40 15.81
Thousand Yard Stare 2 -0.53 14.62 Molten 2 -0.43 1557
Thousand Yard Stare 3 —0.53 14.66 Molten 3 —0.43 15.53
Thousand Yard Stare 4 -0.81 12.63 Molten 4 -0.75 13.47
Thousand Yard Stare 5 -1.01 11.69 Molten 5 -0.94 12.50

robustness results under the amplitude scaling of 85%, depending on each sequence type. In
the ODG and SNR charts, their value is decreased by increasing k. Also in the Robustness

Table 4 Attack types and specifications

Attack types  Description

0w >

“—TmQmmo

128Kbps bitrate.

~

64Kbps bitrate.

Zz -

Purposely shifting the watermarked audio signal by one sample.
Removing the first 200 samples of the watermarked signal.

Zeros-mean Gaussian noise added to the watermarked audio signal to attain SNR = 30.
Zeros-mean Gaussian noise added to the watermarked audio signal to attain SNR = 20.
Performing down-sampling of the watermarked audio signal to 22,050 Hz and then back to
44,100 Hz.

Quantizing the watermarked audio signal to 8 bits/sample and then back to 16bits/sample.
Scaling the amplitude of the watermarked audio signal by factor 1.1.
Scaling the amplitude of the watermarked audio signal by factor 0.90.
Scaling the amplitude of the watermarked audio signal by factor 0.85.
Applying a Low-pass filter with 4 KHz cutoff frequency.
Adding an echo signal with 50 ms delay and 5% decay.
Compressing and decompressing the watermarked audio signal with a MPEG layer 3 coder at

Compressing and decompressing the watermarked audio signal with a MPEG layer 3 coder at
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chart, BER is descended by increasing k excepted in type =4 (k=1.7) because of distance
between the sequences. Fibonacci numbers not only have acceptable result in imperceptibility

Table 5 Robustness test results

Audio Track Type No B C D E F G H 1 K L M
Attack

0.00 0.00 0.00 0.00 0.00 0.00 5.82 0.00 0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00 0.00 0.00 3.76 0.00 0.01 0.00 0.00 0.00
0.00 0.00 0.00 0.00 0.00 0.00 3.74 0.00 0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00 0.00 0.00 548 0.01 0.00 0.01 0.00 0.00
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.00

Beginning of the End
Beginning of the End
Beginning of the End
Beginning of the End
Beginning of the End

Go 0.00 0.00 0.00 0.00 0.00 0.00 4.25 0.00 0.02 0.00 0.00 0.00
Go 0.00 0.00 0.00 0.00 0.00 0.00 2.97 0.00 0.00 0.00 0.00 0.00
Go 0.00 0.00 0.00 0.00 0.00 0.02 2.92 0.02 0.02 0.02 0.00 0.00
Go 0.00 0.00 0.00 0.00 0.00 0.00 4.13 0.00 0.05 0.00 0.00 0.00
Go 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.00 1.57 0.00 0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00 0.00 0.00 1.34 0.00 0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00 0.00 0.00 1.32 0.00 0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00 0.00 0.00 1.54 0.00 0.01 0.00 0.00 0.00
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00
0.00 0.00 0.00 0.00 0.00 0.00 1.66 0.00 0.00 0.01 0.00 0.00
0.00 0.00 0.00 0.00 0.00 0.00 1.26 0.00 0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00 0.00 0.00 1.32 0.00 0.01 0.01 0.00 0.00
0.00 0.00 0.00 0.00 0.00 0.00 1.61 0.00 0.01 0.00 0.00 0.00
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00 0.00 0.00 3.01 0.00 0.00 0.00 0.00 0.00

Stop Payment

Stop Payment

Stop Payment

Stop Payment

Stop Payment

Thousand Yard Stare

Thousand Yard Stare

Thousand Yard Stare

Thousand Yard Stare

Thousand Yard Stare

Breathing On Another
Planet

Breathing On Another 2 0.00 0.00 0.00 0.00 0.00 0.00 2.38 0.00 0.01 0.01 0.00 0.00
Planet

Breathing On Another 3 0.00 0.00 0.00 0.00 0.00 0.00 2.31 0.00 0.01 0.00 0.00 0.00
Planet

Breathing On Another 4 0.00 0.00 0.00 0.00 0.00 0.00 2.80 0.00 0.00 0.00 0.00 0.00
Planet

— AR W OR WN—O0hRWNR— WU AW —

Breathing On 5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00
Another Planet

Floodplain 1 0.00 0.00 0.00 0.00 0.00 0.00 1.93 0.00 0.00 0.01 0.00 0.00

Floodplain 2 0.00 0.00 0.00 0.00 0.00 0.00 1.51 0.00 0.00 0.02 0.00 0.00

Floodplain 3 0.00 0.00 0.00 0.00 0.00 0.00 1.61 0.00 0.00 0.00 0.00 0.00

Floodplain 4 0.00 0.00 0.00 0.00 0.00 0.00 2.00 0.00 0.00 0.00 0.00 0.00

Floodplain 5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00

Citizen, Go Back 1 0.00 0.00 0.00 0.00 0.00 0.00 4.64 0.00 0.00 0.02 0.00 0.00
to Sleep

Citizen, Go Back 2 0.00 0.00 0.00 0.00 0.00 0.00 3.43 0.00 0.00 0.00 0.00 0.00
to Sleep

Citizen, Go Back 3 0.00 0.00 0.00 0.00 0.00 0.00 3.28 0.00 0.00 0.00 0.00 0.00
to Sleep

Citizen, Go Back 4 0.00 0.00 0.00 0.00 0.00 0.00 4.45 0.00 0.00 0.02 0.00 0.00
to Sleep

Citizen, Go Back 5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.00
to Sleep

Molten 1 0.00 0.00 0.00 0.00 0.00 0.00 1.52 0.00 0.00 0.00 0.00 0.00

Molten 2 0.00 0.00 0.00 0.00 0.00 0.00 126 0.00 0.00 0.00 0.00 0.00

Molten 3 0.00 0.00 0.00 0.00 0.00 0.00 1.53 0.00 0.00 0.00 0.00 0.00

Molten 4 0.00 0.00 0.00 0.00 0.00 0.00 1.53 0.00 0.01 0.00 0.00 0.00

Molten 5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
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but also they have superior robustness. Figure 8 shows that the best sequence type regarding
imperceptibility and robustness belongs to Fibonacci numbers.

Another requirement for evaluating a watermarked system is capacity or the number of
watermark bits embedded in the host signal obtained by Eq. (20):

N-S
Capacity = - % (Watermark bit rate) (20)

where, N is the number of watermarks that we can embed in one frame of the host signal,
and S is the number of synchronization bits in one frame. In the proposed algorithm, we
embed 39-bits (per frame) as synchronization bits. Furthermore, we give 686 bps data
payload.

9 Experimental results

For a better evaluation, we compare the results obtained from the proposed algorithm with the
results of recently developed algorithms, which are blind. The imperceptibility and capacity
results of different schemes are illustrated in Tables 6 and 7. Because of the balance between
robustness and imperceptibility presented by Fibonacci numbers (Type = 3), their results are
used to compare with the results of other algorithms.

Sequence type
1 2 3 4 5
20 4 0.0
18 4 -0.2
16 4 -0.4
14 0.6
o 12 A
2 o 08
~ 10 4 a
Z g | S 1.0
6 4 -1.2
4 4 -1.4
2 4 -1.6
0 -1.8
1 2 3 4 5

Sequence type

=== Beginning of the End
=== Go

w=pe== Stop Payment

S 4 === Thousand Yard Stare

o~

g 3 == Breathing On Another Planet
2 «=o==TFloodplain

et Citizen, Go Back to Sleep

e Molten

1 2 3 4 5
Sequence type

Fig. 8 Imperceptibility (ODG, SNR) and robustness (BER) tests results under the amplitude scaling of 85% for
different sequence types
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The imperceptibility results are depicted in Table 6. The proposed algorithm has ODG
average equal to —0.623, which is between imperceptible and perceptible but not in annoying
status. The standard deviation of ODG (equal to +0.197) is small. Also, the average of SNR is
around 15 dB with the standard deviation of +0.999 dB.

As shown in Table 6, the SS-ICA [25], LWT-SVD [20], DWT-norm [29], and MDWT-
DCT-RDM-WVM [12] algorithms present high imperceptibility and the DWT-VDVM
[16] and DWT-RDM [14] algorithms well satisfied the perceptual of the watermarked
audio. While in the case of SVD-DCT [19] and DWT-SVD [4] algorithms, the perceptual
quality of the watermarked audio is barely acceptable. In the SS-ICA algorithm, SNR is
maintained deliberately on 20 dB and on the obtained acceptable ODG, since it uses LPC
and noise shaping. In the DWT-VDVM and DWT-RDM algorithms, distortion between
the original and watermarked audios is indistinguishable because the quantization steps
are given based on human auditory properties, and then quantization noise maintains
below the auditory masking threshold. In MDWT-DCT-RDM-WVM algorithm, although
SNR is decreased due to inserting synchronous pattern, the perceptual quality is main-
tained because of embedding in a subband to which human hearing is insensitive. The
audio watermarking algorithm using SVD-DCT does not have a good performance in
imperceptibility due to embedding the watermarks in high-frequency coefficients where
human’s ear has a high sensitivity. Also the DWT-SVD method, because of embedding
the watermark bits in the wide range of frequency coefficients, does not have a high
imperceptibility.

Table 7 demonstrates a portion of the robustness results given by the proposed
algorithm. Compared with other blind methods, the proposed algorithm proved to have
high robustness against Gaussian noise additions (30 dB) and (20 dB), Resampling,
Requantizing, Amplitude scaling, Echo addition, and Time shift. For instance, as shown
in Fig. 9, although most of the algorithms have worst results in the Amplitude scaling of
85%, the proposed algorithm has a better result in comparison with the DWT-norm,
DWT-SVD, and LWT-SVD algorithms. Additionally, the proposed algorithm is robust
against Low-pass filter attack with a cut of the frequency of 4 kHz and Mp3 comparison
attack changing or removing the high-frequency coefficients of the watermarked audio,
as in the proposed algorithm, the watermark bits are embedded in the frequency coeffi-
cients lower than 344 Hz.

Table 6 Comparison of different schemes’ imperceptibility and capacity

Watermarking schemes SNR (dB) ODG Payload (bps)
SS-ICA 19.994 [+0.026] —0.763[+0.925] 43.07
SVD-DCT 29.732 [+£2.249] —1.593[+1.485] 43.07
DWT-SVD 26.426 [£2.536] —1.036[1.430] 4556
DWT-norm 24.201 [£2.252] —0.594[+1.122] 102.40
LWT-SVD 24.686 [+2.747] —0.381[+0.971] 170.76
DWT-VDVM 20.307 [£0.304] —0.143[+0.125] 301.46
DWT-RDM 20.213 [+0.633] —0.068[+0.081] 344.53
MDWT-DCT-RDM-WVM 15.954[[£1.996] —0.360[[+0.493] 86.13
Proposed 14.938[+0.999] —0.623[+0.197] 686.00

The results” average values are demonstrated out of the brackets, and the standard deviations are shown in the

brackets
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Table 7 Comparison of different schemes’ robustness

Attack type  SS- SVvD- DWT- DWT- LWT- DWT- DWT- MDWT-DCT- Proposed
ICA DCT SVD norm SvD VDVM RDM RDM-WVM

No Attack 0.07 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
A 2.86 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.00
B 11.30  0.07 0.10 0.00 0.02 0.14 0.08 0.04 0.00
C 2.70 0.10 0.47 0.00 0.00 0.00 0.00 - 0.00
D 0.90 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
G 0.06 0.00 4732 7891 6395 0.00 0.00 0.04 2.09
H 11.58 041 6.98 0.54 0.00 0.00 0.00 0.00 0.00
I 0.07 0.00 5.23 0.79 5.44 0.17 0.07 1.76 0.00
J 0.45 0.04 0.03 0.01 0.06 0.00 0.00 0.01 0.00
K 222 0.51 2.84 0.85 5.10 0.95 1.05 0.58 0.00
L 4431 2.03 0.02 0.01 0.72 0.10 0.12 0.89 0.00

One of the problems in the SS-ICA algorithm is that it cannot correctly extract
watermarks in no-attack status. The DWT-norm algorithm because of embedding the
watermarks in approximation coefficients on long length interval has high resistance
against Gaussian noise addition. In addition, the LWT-SVD algorithm, due to embedding
in the coefficients of SVD Matrix, has high robustness against Gaussian noise addition.
The MDWT-DCT-RDM-WVM algorithm, because of using combination of RDM and
WVM in low-frequency components of DCT, has high robustness encountering attacks.
The DWT-VDVM and DWT-RDM algorithms have high resistance against most of the
attacks since they embed the watermark bits in low-frequency coefficients of DWT. The
DWT-RDM and DWT-VDVM methods demonstrate moderate robustness in time shift
attack, because the interval adapted for single bit watermarking in DWT-VDVM and
DWT-RDM algorithms is not long enough in comparison with the interval of the
proposed algorithm. However, the DWT-norm, DWT-SVD, and LWT-SVD schemes,
because of fix quantization steps in watermark embedding, do not have a high robustness
against Amplitude scaling attacks. As mentioned before, using Fibonacci numbers
instead of fix quantization step provides a balance between robustness against attacks
and imperceptibility. Moreover, embedding the watermarks in low-frequency coefficients
guarantees both imperceptibility and robustness against common attacks.

100 1
90
80 -
70
60 -
50 A
40
30
20

et SS-ICA
=== SVD-DCT
e DWT-SVD
=== DWT-norm

== LWT-SVD

BER(%)

==0==DWT-VDVM
DWT-RDM

MDWT-DCT-RDM-WVM

Proposed
0 = - — — = i - - = — -
No A B C D G H 1 J K L
Attack
Attack type

Fig. 9 Robustness test results for different watermarking schemes
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10 Conclusions

This paper proposes the robust and blind audio watermarking algorithm on the 6th level
approximation coefficients of DWT. Watermark embedding was conducted by modifying
some magnitudes of the 6th level approximation coefficients according to Fibonacci numbers.
The method is based on dividing the DWT coefficients into small frames and modifying some
DWT coefficients by using Fibonacci numbers. The method provides a payload capacity of
686 bps. The experimental results demonstrated the efficiency of the proposed algorithm in
retaining the perceptual quality of watermarked audio. It was also revealed that the proposed
algorithm has a high robustness against most of the common attacks such as Gaussian noise
addition, Resampling, Requantizing, Amplitude scaling, Echo addition, Low-pass filter, Mp3
comparison, Time shift, and Cropping. Additionally, the proposed algorithm enjoys the
capability of applying a trade-off between the audio watermarking requirements such as
imperceptibility, capacity, and robustness against attacks.

For future works, we are going to improve the proposed algorithm with synchronization
capability. We will also check the robustness of the algorithm against more de-synchronization
attacks, such as pitch scale modification, time scale modification, Jitter, etc.
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