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Abstract The operation of partitioning an image into a collection of connected sets of pixels
is known as image segmentation. Expectation Maximization (EM) segmentation requires
appropriate initialization of tissue class mean and variance, as it is get stuck on particular
possible area of intensity of the probability nature. Decisive initialization is a necessary
exploratory process for the forthcoming convergence of the algorithm to best regional max-
imum of possibility task. Indiscriminate initialization is not dossier directed, deep from
optimal, outcomes are not reproducible, do not take advantage of deep rooted patterns in the
data or may be loaded on outliers. This paper evaluates the performance of EM segmentation
with random initialization, histogram guided initialization and initialization with k-means with
respect to computational complexity and root mean squared error of tissue class mean and
variance, updated by EM, with manually estimated tissue class mean and variance as ground
truth, on paramount plane, T1 contrast and Magnetic resonance (MR) images of Glioblastoma
Multiframe (GBM) Edema complex. The random initialization and histogram guided initial-
ization was experimented for k-means, from the clustered output of which; initial tissue class
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mean and variance for EM are derived. RMS error remains the same for EM initialized and
histogram guided K-means. EM initialized with K-means which has histogram guided initial-
ization converges fast than the random initialization K-means, but the computational time is
more for the former initialization than the latter. The experimental evaluation of EM initiali-
zation schemes and Fuzzy Cluster Means (FCM) were performed in MATLAB. The efficacy
of Fuzzy Cluster Means clustering was analyzed qualitatively on tumour-edema complex.
FCM could identify only 3 classes including background in the MR specimens. FCM consider
edema and certain parts of WM as a single tissue class. Similarly, FCM clubs GM, CSF and
necrotic focus into tissue class and produced empty clusters.

Keywords Expectation maximization segmentation - K-means - Random initialization -
Histogram initialization - Glioblastoma Multiframe - Fuzzy Cluster Means

1 Introduction

Expectation maximization [2, 5, 22] is a probabilistic segmentation scheme with wide
acceptance on medical images. However, there is no broadly approved mechanism for criterion
load-in of data in EM segmentation. Training Gaussian mixture by EM can be troublesome as
the actual number of blend factors is normally exotic and the data can get captured in one of
the many provisional area of the prospect activity [24]. The EM algorithm craves opportune
compute, as it is especially recognized to pull data on limited maximal of the liability target [0,
7, 18, 25]. Valuable boot up is an crucial preparatory measure for the subsequent convergence
of the algorithm to the best local maximum of the likelihood function [15]. This initialization is
commonly chosen randomly, and as a consequence results are not reproducible, do not take
advantage of inherent patterns in the data or may be initialized on outliers [14].

Random initialization is not data driven and is far from optimal and does not eliminate the
problem of converging to local maxima [7] In addition, the segmentation results returned by
the EM algorithm will be different any time the algorithm is executed, say the reproducibility
of segmentation results are poor. To circumvent the problems caused by the random procedure,
the result of the K-Means algorithm may be thought to set the initial cluster centers. The
advantage of using this strategy is minimal since this does not assure that the K-Means
algorithm will not be trapped itself in local maxima [1, 10].

The performance of four different initialization schemes of EM segmentation is analyzed with
respect to the RMS error of the updated tissue class mean and variance by EM, and computational
complexity, on axial plane T1 contrast test MR images. Analyzed initialization schemes of EM
includes, random initialization, histogram guided initialization and initialization from K-means.
Both random initialized K-means and K-means with histogram guided initialization were
analyzed, providing initial tissue class mean and variance for EM. The ability of FCM and K-
means in clustering the tissue classes present in the test MR images was qualitatively evaluated.

2 Reviews on initialization methods for EM
A review has been made on initialization schemes for EM segmentation. The initialization
schemes include hierarchical clustering, rough set, histogram guided tree structure scheme [3],

cross entropy based [25] K-means and the primitive random initialization literature [13]
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employed Expectation Maximization (EM) algorithm, with model parameters obtained from
clustering technique known as hierarchical towards automatic segmentation of Diffusion-
Weighted Images (DWI).

Literature [27] describes automatic dissection of perfusion compartments derived from
Dynamic Susceptibility Contrast (DSC) MR images using a hybrid concept of multivariate
Gaussians (MoMG) and the expectation-maximization (EM) algorithm. A semi-supervised
top-down initialization method is used in [6], utilizing a priori knowledge about the number of
tissues. Dual step procedure is adapted to initialize the data which are performed by means of
down sampled version of brain volume. Gaussian modeling is suitable for regions split up.

In [16] an integration of a minimal spanning tree (MST) based graph-theoretic technique
and expectation maximization (EM) algorithm with rough set initialization is described for
non-convex clustering. Literature [18] also exploits rough-set-theoretic logical rules to obtain
an initial approximation of Gaussian mixture model parameters. Ilea et al. [7] deals about the
selection of extracting the dominant colors from the histogram to initialize EM algorithm. The
methods include heuristic initialization by extracting the dominant colors after color quanti-
zation. Histogram for each color channel is constructed such that, ng refers to the number of
pixels contained in the bin s. Histograms are partitioned linearly into R sections where R > M,
number of structures or objects in the image.

In [26] initial statistics for MAP-EM framework was obtained from a histogram guided
region labeling. Further, Vector Quantization (VQ) strategy was incorporated to refine the
region labeling. In some literature review [3] proposed a Tree Structure (TS) algorithm whose
scheme is similar to the TS vector quantization (TSVQ) method. Initialization chart in
literature [25] is based on the Cross- Entropy method.

In the initialization method described in [11] individual voxel is initially drafted to one of k
class labels by comparing its density to empirically defined k thresholds.

Multivariate Gaussian mixture models Expectation Segmentation J. Blomer and K. Bujina
[12] presented a method based on K-means and Gonzalez algorithm. Literature [21] replaced
the manual initialization of EM in slicer3 with K-means initialization. Most of the initialization
schemes [3, 7, 14, 16, 25] and [12] available in literature are not tested or validated on medical
images.

3 Preprocessing section

Axial plane T1 contrast enhanced (Series: AXT1, SE, FS&C Spin Echo Sequence (SE)) MR
images were chosen for the preliminary interpretation of the proposed system. The stipulation
of MR equipment manufacturer is: GE medical systems, Model Name: Sigma HDxt, Acqui-
sition Type: 2D & 1.5 T gitl strength.

The prospective pre-processing was experimented on MATLAB Image Processing Tool
Box. Demonstrates the hierarchy of steps involved is background elimination, bilateral
filtering [23], Contrast Limited Adaptive histogram equalization [28] (CLAHE) and skull
stripping (Figs. 1, 2, 3, and 4).

3.1 Background elimination

It was to bring out by augment the prime MR image with an amplification mask which was
organized by a gradient based threshold is pursued by a series of semantic transactions. These
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Fig. 1 Preprocessing section. Block diagram of proposed system for pre-processing the MR images

Fig. 2 a Original image (b) Background eliminated image (c) Restored image after bilateral filtering (d) Contrast
enhanced image after CLAHE (e) Skull stripped image
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Fig. 3 Block diagram of proposed system for expectation maximization segmentation and evaluation of the MR
images

include dilation, hope filling, border clearing and erosion. Sobel mask is used for computing
the gradient for the prime image. The threshold of gradient based is [22],

g = 1Y) (1)
g = af(gy’ Y) (2)

G(x,y) = /g’ + g’ 3)

1 if G(x,»)>G;,
0 else

() = 10 = { @

From the above equations f (x,y) is the threshold of edge image which are generated from
gradient based [19]. G, refers to an adaptive gradient threshold and similarly the gradient
magnitude is denoted as G(x,y). The respective gradient are predicted along the x & y
directions. The process of erosion and dilation was executed for the traced edges, horizontal
& vertical structuring elements or steel objects with a diamond steel object having five
neighbours or with a length one. [2] The optimum window size of about 11*11 with the
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variance of the spatial weight factor which is equal to about ten and variance of the radiometric
weight factor kernel of the about 1.3 by mans of trial and error method. In this strategy, the
weighted average of neighbouring intensities is used to replace the each pixel intensity. The
adaptive threshold was computed using Otzu’s method [24].

3.2 Filtering

Bilateral filtering is an approach to gentle comparable region of images while perpetuate the
edges. The mathematical concept [2] of bilateral filter is;
Y=X+V (5)

where Y is the corrupted signal.
In the given image the weighted average of pixels as follows.

_ S Wk n]Y[k, ]

X1(k) (6)

Z?I:Nw[k» n]

The final weight is the product of these weight factors.
wlk, n] = w; [k, n]w; [k, n] (7)

In the contrast limited adaptive histogram equalization [5], the clip limit and tile
size was 0.12 and 8%*8, respectively. The distribution opted is reliable distribution.
Likewise it was determined provisionally, as the bilateral filter restriction. MR image
afterwards recovery and contrast enhancement was intensity threshold and akin pe-
ripheral in emerging binary image were characterized. The adaptive threshold was
computed using Otzu’s method.

Assume L be the maximum probable grey level in histogram [17] equalized MR image and
image enclose grey levels {0,1,....L}. The normalized grey level histogram and the class
variance

Pi = —Pi>0 (8)
. .
o’ =3 (i_HO)ZPr (é) =2 (inp — 9)

3.3 Contrast limited adaptive histogram equalization (CLAHE)

CLAHE has a positive noise elimination competence and the degree of contrast enhancement
is satisfactory to backing characterization of tissue classes can yield accurate outcomes.

3.4 Skull stripping
It is based on an adaptive intensity threshold. The brain regions are effectively
extracted from the skull and scalp using the technique called skull stripping. This

technique will enhance the segmentation when the number of tissue class in the
resultant image comes down.
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4 Mathematical methodology for EM segmentation, initialization schemes
and validation

In histogram guided initialization, let be the vector of mean intensity of different tissue classes
present in the pre-processed MR image is given by

o= {1y, My, My M (10)

j={0,1,2...k}. (11)

The range of pixel intensities of the pre-processed MR image is divided into intensity bins
with k + 1 intensity points between the maximum and minimum intensity.

I =1 + j(Ig—I./K), (12)

From the above equation we define the k as the number of tissue classes. Ij; refers to the
maximum intensity in the pre-processed MR image. I; is the minimum intensity in the pre-
processed image. I; known as the intensities present in the bin.

The mean of pixel intensities present in a bin represent the mean intensity of tissue class
corresponding to that bin. ‘I;” is the intensities present in the bin and ny; is the histogram of
these intensities.

Similarly, variance of the jg, tissue class is the variance of the intensities present in the jg,
intensity bin. The number of tissue classes ‘k’ are six i.e. GM, M, CSF, necrosis enhancing
edema and background in specimen MR image 2, 3, 5 & 6 used to evaluate the initialization
schemes of EM [8, 9].

In k-means clustering let the initialized cluster centre at the lst iteration be
(1) = {p1(1),1(2).....(1) } . The variance of the tissue class is given by the equation

wi(n + 1) = 1/N;SI where I€C) (n) if[[1 - wy(n)[| < [1— (@) (13)

4.1 Algorithm

*  Early break the mean shift measure for all data point from x and stock its convergence point as z.

* Associate all together from the z’s which are closer than 0.5 from every individual unit to
form the clusters.

e Accredit or match every individual point to its own cluster.

* Eradicate the small regions obtain from the step 3

e Load an estimate of ¢;:/=1. . L

* Repeat

— Step I: (E step)
— Obtain an estimate of the labels based on the current parameter estimates
—  Step 2: (M step)

— Update the parameter estimates based on the current labelling

Until Convergence
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The tissue class mean, variance and tissue fraction are estimated following

() - wemsofs(2) "
Ol + 1), (1)) = 0((1) (13)
0yt +1) = 3 (Pl o)/ (16)

J=1

Sp(thxi, (1)

mi(t+1) = SV (i, (1))

Where o is the tissue fraction contributed by the j™ tissue class which is he mixing
parameter of Gaussian mixture in EM. The fractional contribution of a tissue class is the
cumulative probability density of intensities present in the corresponding bin. The tissue class
mean, variance and tissue fraction derived from histogram can be directly used to initialize the
EM algorithm or the tissue class mean, estimated from histogram guided method can be used
to initialize the K-means algorithm, which in turn initializes the EM. Individual tissue class
mean, variance and tissue fraction, to initialize EM, are estimated from the classes, clustered by
K-means. The initial tissue class mean of K-means may be randomly chosen or it can be
derived from the histogram guided method as demonstrated. K-means clustering comprises
initialization of cluster centre, initial clustering, cluster centre updating and final clustering.

The squared error (e,,s) of tissue class mean and variance is

1
€rms = \/%Z(/‘LiGTiul’EM) ( 18)

The updated value of tissue class mean and variance from EM is compared with a manually
estimated ground truth, to estimate the RMS error, thereby to evaluate the accuracy of these
estimates. The RMS error, for different EM initialization schemes expresses the efficiency of
the initialization. The ground truth tissue class mean and variance are estimated by manually
cropping a portion of the tissue class from its middle and estimating the mean and variance of
intensities present in that cropped region, in Mat lab. The computational complexity and
accuracy of random, histogram guided, histogram guided K-Means initialization, and random
initialized K-means initialization schemes for EM segmentation are evaluated in terms of
computational time and Root Mean Squared error (e,,,,) of tissue class mean and variance, on
pre-processed six specimen MR images.

4.2 Fuzzy cluster means

FCM could be employed to initialize EM if it is able to identify the entire tissue classes in the
specimen MR image, as K-means do or in a still better way. FCM [5] is occupying on
minimizing an detached function, with esteem to fuzzy membership ‘U’, and agreed of cluster

centroids [20]. In (1) X = {X;,X2,....j... N} is ap * N data matrix, where, p means the dimension of
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each x; “feature” vector, and represents the number of feature vectors pixel numbers in the image.
U;€U(p,N,C) is attribute to the membership function of vector from x; to the i cluster, which
amuse u; [0,1]

5 Result & discussion

The numerical values of tissue class mean & variance estimated by the initialization schemes,
random histogram guided, random initialized k-means and k-means with histogram guided
initialization are updated by EM segmentation. Each of the K Gaussians will have parameters
0, = (1;%), where f1; is known as the mean of the ™ Gaussian. % is refers as the covariance
matrix of the jt" Gaussian. Covariance matrices are initialed to be the identity matrix. The
means can be initialized by finding the average feature vectors in each of K windows in the
image; this is data-driven initialization.

Eventually the efficacy of the above mentioned initialization schemes are qualitatively
appreciated with the aid of images with tissue classes segmented by EM with these initializa-
tion and FCM (Tables 1 and 2).

From Table 3 inferred as the RMS errors of tissue class mean and variance estimated from
EM with different initialization schemes, in comparison with manual ground truth, where
Table 2 is for test MR images are furnished. Eventually the efficacy of the above mentioned an
initialization scheme is qualitatively appreciated with the aid of images with the tissue classes
segmented by EM with these initialization and FCM.

Random initialization, histogram guided initialization, initialization with histogram guided
as well as random initialized K-means and Fuzzy C means are validated about specimen MR
images in terms of concerning computational complexity and accuracy. The proposed, histo-
gram guided K means initialization exhibited minimum RMS error, with manually estimated
tissue class mean and variance as ground truth. Histogram guided K means initialization shows
an average RMS error on six MR specimens, of 23.2386 which is 37.8446 and 36.2993 in
histogram guided initialization and random initialization, respectively. The proposed initiali-
zation with histogram guided K-means is able to perform accurate segmentation with com-
paratively minimum computational time. From table RMS error remains the same for EM
initialized with random initialized and histogram guided K-means. EM initialized with K-
means which has histogram guided initialization converges fast than random initialized K-
means. But the total computation time is more for the former initialization than the latter. Even
though termed as random initialization, this also is partially image driven as the tissue class
means are maximum and minimum intensities of the pre-processed MR image and intensities,
spaced at equal intervals between maximum and minimum intensity points.

Table 1 Average RMS error of tissue class mean and variance estimates updated by EM algorithm with different
initialization schemes, on test images

Initialization methods Average RMS error for t Average RMS error for t
issue class mean estimate issue class variance estimate

Random initialization 36.2993 446.1971

Histogram initialization 37.8446 329.2761

Random initialization K-means 26.2386 4254814

Histogram initialization K-means 26.2386 4254814
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Table 2 Ground truth tissue class mean and variance of different tissue classes of test images for validation

Specimen Tissue class Tissue class mean Tissue class variance
Image 1 Background 0 0
Necrosis 61.1572 65.1165
GM 68.0852 969.9150
White matter 129.5367 419.2059
Edema 171.9193 172.8547
Image 2 Background 0 0
Cerebro-spinal fluid 28.9286 46.7107
Necrosis 50.6684 62.8450
GM 59.2040 57.9647
White matter 119.3526 214.8109
Edema 161.3911 305.1836
Image 3 Background 0 0
Cerebro-spinal fluid 31.4420 51.7709
Necrosis 57.6356 357.5020
GM 67.8892 108.4365
White matter 141.2228 93.8888
Edema 149.6890 329.2371
Image 4 Background 0 0
Necrosis 49.0284 217.0973
GM 60.8514 79.9179
White matter 144.3543 818.0187
Edema 189.4913 208.3968
Image 5 Background 0 0
Cerebro-spinal fluid 30.8892 28.2876
Necrosis 46.7056 63.4310
GM 50.0590 28.3518
White matter 126.0744 225.1156
Edema 150.0552 494.695
Image 6 Background 0 0
Cerebro-spinal fluid 26.7400 162.6861
Necrosis 29.8010 65.5756

From the above figure it is vivid that the accuracy in clustering WM gradually increases such
that the number of pixels identified to be WM increases as initialization progress from random
to histogram guided K-means. Similarly, in Fig. 5b maximum number of CSF pixels are
clustered by EM having histogram guided K-means initialization. The random initialized EM
abruptly fails to cluster CSF pixels. The accuracy of clustering CSF and WM pixels exhibited
by EM with histogram guided initialization is intermediate to random initialized EM and EM
with histogram guided K-means initialization. The qualitative evaluation of the clustered
morphological structures (Fig. 5d, e, and f) reveal that the performance of EM initialized from
random initialized K-means and K-means having histogram guided initialization is similar.

The morphological structures present in these specimens are WM, GM, CSF, necrotic focus
and edema. From the Fig. 6a-b it is apparent that FCM is able to identify only three classes,
including the background, in both the MR specimens. FCM consider edema and certain parts of
WM. In addition to that, FCM clubs GM, CSF and necrotic focus into a single tissue class. In
other words, FCM produces barren clusters. This happens to certain regions of necrotic focus,
CSF and GM. Histogram guided K means initialization shows an average RMS error on six MR
specimens, of 23.2386 which is 37.8446 and 36.2993 in histogram guided initialization and
random initialization, respectively. The proposed initialization with histogram guided K-means is
able to perform accurate segmentation with comparatively minimum computational time [4].

@ Springer



10386 Multimed Tools Appl (2018) 77:10375-10390

Table 3 RMS error of tissue class mean and variance updated by EM algorithm with different initialization
schemes, on test images and the corresponding computational time

Specimen Initialization methods Root mean square error Computational time
Mean Variance
Image 1 Random initialization 26.7970 1074 0.684120
Histogram initialization 36.5595 376.3342 25.979281
Random initialized K-means 18.3958 423.6143 5.651998
Histogram guided K-means 18.3958 423.6143 7.380984
Image 2 Random initialization 37.9196 236.2992 3.2104003
Histogram initialization 32.8691 232.9662 30.979281
Random initialized K-means 26.5154 177.0182 5.910584
Histogram guided K-means 26.5154 177.0182 7.848143
Image 3 Random initialization 31.1691 298.8052 2.369784
Histogram initialization 31.1695 298.8070 31.532218
Random initialized K-means 29.2220 616.1218 5.745007
Histogram guided K-means 29.220 616.1218 7.579864
Image 4 Random initialization 28.2813 460.4677 3.933979
Histogram initialization 28.2814 460.4702 27.364985
Random initialized K-means 28.2814 460.4715 7.509131
Histogram guided K-means 28.2814 460.4715 9.974712
Image 5 Random initialization 44.7089 392.8009 0.915962
Histogram initialization 44.9976 361.9795 29.962848
Random initialized K-means 21.9998 586.8514 7.854789
Histogram guided K-means 21.9998 58.8514 9.733933
Image 6 Random initialization 48.9201 214.8095 1.378476
Histogram initialization 53.1905 245.0993 30.237216
Random initialized K-means 33.0173 288.8114 6.569207
Histogram guided K-means 33.0173 288.8114 8.411196

Fig. 5 a Authentic MR image specimen (b) Pre-processed image (¢) Tissue classes clustered with random
initialized EM (d) EM with histogram guided initialization (e¢) EM initialized from K-means with random
initialization (d) EM initialized from K-means histogram guided initialization
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a

Fig. 6 a Morphological tissue classes in specimen MR (b) MR image clustered by FCM

RMS error remains the same for EM initialized with random initialized and histogram guided K-
means. EM initialized with K-means which has histogram guided initialization converges faster
than the random initialized K-means. But the total computation time is more for the former
initialization than the latter. Even though termed as random initialization, this also is partially
image driven, as the tissue class means are maximum and minimum intensities of the pre-
processed MR image and intensities, spaced at equal intervals between maximum and minimum
intensity points, calculate on the statistic of tissue classes, present in the latest specimen MR image.

6 Conclusion

The determination of image segmentation is to separate an image into worthwhile regions with
respect to a distinct operation. The segmentation is established on assessments appropriated from
the image and might be grey level, colour, texture, depth or motion. The proposed segmentation
techniques have been used in real time clinical application. A ascendable lateral algorithm for
active flock improves the act of fuzzy c-mean algorithm (FCM) for brain tumor detection was
proposed. The accuracy and the computing time of the proposed algorithms were very impressive.
The reckoning cost and the accuracy was improved by concluding a satisfactory set of initial band
centers rather than that of accidental initial cluster center in FCM algorithm. Achieved segmen-
tation accuracy in FCM was from 32% to 89% of detected tumor pixels based on ground truth.
The performance of EM segmentation with random initialization, histogram guided initialization
and initialization with K-means was analyzed with respect to computational complexity and RMS
error of tissue class mean and variance, updated by EM, with manually estimated tissue class
mean and variance as ground truth, on axial plane, T1 contrast, and MR images of GBM-edema
complex. The random initialization and histogram guided initialization was experimented for K-
means, from the clustered output of which; initial tissue class mean and variance for EM are
derived. The efficacy of FCM clustering also was analyzed qualitatively on tumor-edema
complex. FCM could identify only three classes, including the background, in the MR specimens.
FCM consider edema and certain parts of WM as a sole tissue dashing. Furthermore, FCM clubs
GM, CSF and necrotic focus into a single tissue class and produced desolated clusters. Alike
assuming that EM with K-means initialization analyzes all the tissue classes, assertive parts of
WM are bashed with vasogenic edema considering their analogous intensity features. This
happens to certain regions of necrotic focus, CSF and GM. These segmentations techniques are
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found to be very successful and reliable. In terms of execution time, tremendous quickness
parallel FCM algorithm is found directed towards best than the other methods.
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