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Abstract This paper discussed some improved algorithms for multiple moving targets detection
and tracking in fisheye video sequences which based on the moving blob model. The view field of
fisheye lens achieved 183 degree which used in our system, so it has more effective in the no blind
surveillance system. However, the fisheye image has a big distortion that makes it difficult to
achieve an intelligent function. In this paper we try to establish a moving blob model to detect and
track multiple moving targets in the fisheye video sequences, in order to achieve the automation
and intelligent ability for no blind surveillance system. It is divided into three steps. Firstly, the
distortion model of fisheye lens was established, we are discussing the character of the imaging
principle of fisheye lens, and calculate the distortion coefficient which can be used in the moving
blob model. Secondly, the principle of the moving blob model was analyzed in detail which based
on the fisheye distortion model. It was included four main algorithms, which the first is the
traditional algorithm of background extraction; and the background updating algorithm; the
algorithm of the fisheye video sequence with the background subtracted in order to get the moving
blobs; the algorithm of removing the shadow of blobs in RGB space. Thirdly, we determined that
every extracted blob is a real moving target by calculating the pixels with a threshold, which can
discard the faultymoving targets. Lastly, we designed the algorithm for tracking themoving targets
based on the moving blobs selected through calculating the geometry center. The experiment
indicated that every algorithm has a better processing efficiency of multiple moving targets in
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fisheye video sequences. Compared the traditional algorithm, the improved algorithm can be
detected the moving target in a circular fisheye image effectively and stably.

Keywords Multiplemoving targets . fisheye system .moving blobmodel . algorithm design

1 Introduction

Vision sensor is very important in the computer vision system. It can be divided into pinhole
camera and fisheye camera [25]. The pinhole camera can shot a normal image with limited
Field of View(FOV), and the fisheye camera like a fish look the scenery form water to air, the
FOV can achieved 180 degree or more. So, fisheye cameras can be used at some specific
applications such as surround view systems [11, 14] or super large range surveillance systems
[16, 23]. Compared with pinhole cameras, the FOVof fisheye cameras was shown as Fig. 1.
Red is the fisheye camera view field and green is the pinhole view field. The surveillance area
of one 180 degree fisheye camera is equivalent to four 45 degree pinhole cameras. So, two
fisheye cameras can take a 360 degree no blind visual surveillance.

However, the fisheye camera used the fisheye lens of special imaging principle that it is a
circular fisheye image with much distorted. So, when processing the fisheye image it is very
difficult to achieve ideal results by using the normal digital image processing algorithm. In realizing
the effective processing of the fisheye image, themainmethods are to correct the fisheye image to a
2D normal image, and then use the traditional image processing algorithm to deal with it [4, 19]. In
the study of fisheye image correction, many researchers have carried out much fruitful work, such
as Ying et al. [22] used the spherical perspective projection(SPP) constraint method to correct the
fisheye image, because the space line are generally projected into curves on a fisheye image, the
SPP constraint means that a space line must be projected into a great circle on a unit sphere under
the SPP model. Wei et al. [19] present a minimize time-varying distortion and preserves salient
content in a coherent manner. It is controlled by user annotation, and takes into account a wide set
of measures addressing different aspects of natural scene appearance. Bellas et al. [1] designed a
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Fig. 1 FOVof fisheye cameras and pinhole cameras



fisheye lens distortion correction system on a custom board that includes a Xilinx Virtex-4 FPGA,
it is achieved real-time processing. At the same time, lots of fisheye image calibration and
correction algorithms are proposed [5–8]. These research methods may be better in order to realize
the calibration and transformation of the circular fisheye image into a plane image.

But in the fisheye image, it has much more information in the distortion part. However, the
corrected image will lose a lot of information, especially at the edge of the fisheye image [9].
At the same time, it is also requires more time to run the correction algorithm. So in the fisheye
video surveillance system, the method of first correcting the fisheye image and then processing
the 2D normal image using the traditional algorithm will not achieve Bseamless^ monitoring.
Therefore, it is necessary to study direct processing algorithms for the fisheye image and
design a series of algorithms for direct fisheye image processing.

In this paper, we proposed a method of multi-moving object detection in fisheye video based
on the moving blob model, and the detection objects are vehicles run on the road. This is a
systematical discuss on the moving blob method [20]. In the area of traditional moving object
detection, there are a lot of algorithms had been researched and designed [17, 24]. Mitiche et al.
[13] and Wedel et al. [18] used the Optical Flow method to detect the moving object such as
vehicle and pedestrian. Then the Mean shift method and the Cam shift method are used in
moving object detection widely [2, 3, 15, 21]. These methods can detect moving targets in
normal video sequences, but with them it is difficult to detect the moving target in fisheye video
sequences because of the distortion. It’s especially important in order to enable accurate motion
tracking for a large set of points in the video as close to real time as possible. To ensure accuracy,
many methods only track a sparse set of points [10, 12]. In this paper, the improved moving
target detection algorithm of fisheye sequences was proposed based on the moving blob model.
Some moving blobs can synthesize like pixels in the foreground of the fisheye sequences,
which have the same motion attribute. We can detect and track these moving blobs, and thus
realize moving target detection and tracking in the fisheye images. The experiment indicates
that it has good detection effective in a moving foreground, especially at the edge of the circular
fisheye image. Furthermore, this method can detect multiple targets in a fisheye image at the
same time, as well as preserve the integrity of information. This method has achieved lossless
information processing of fisheye video sequences and has a good practical value.

2 The distortion model of the fisheye lens

The fisheye lens is one kind of the imaging lens in which the field of view is generally 180
degrees to 230 degree. It has ultra-big view field which can image a hemispherical space with
single lens. However, the fisheye image also has a big distortion because of the special image-
forming principle of the fisheye lens. In order to discuss the distortion principle, a geometric
model of the fisheye lens was first established, and then the distortion model based on the
geometric model was established.

2.1 The fisheye lens model

In this paper, we only discuss the fisheye image forming principle of equidistant projection. One
point P in space is imaged in the image plane P″ through equidistant projection, as the optical
imaging model was shown in Fig. 2. This model includes three coordinates, (X,Y,Z) for the lens,
which is imaging every point in space to the image plane. These coordinates are the real world
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coordinate while (x,y) indicate the image plane coordinates, and (u,v) indicate the circular
fisheye image pixel coordinates. In this model, the point P is imaging a point P″ in the (x,y)
plane through a fisheye lens.OO’ is the optical axis, h is the vertical distance from the point P to
the lens surface,w is the angle relative to the optical axis, θ is an azimuth, r is the radial distance
of P″ on the CCD surface to the optical centerO′, y is the azimuth of P″, L is the virtual imaging
distance of the fisheye lens, f is the virtual focal length of the fisheye lens, and dx and dy indicate
the physical size of CCD pixels.

For the point P in Fig. 2, the radial distance of r as the imaging point to the optical center
and the optical axis angle of ω is:

r ¼ kfω ð1Þ
There is a one-to-one correspondence between r and ω. Allowing K = kf, we can get

r ¼ Kω ð2Þ
We can know from formula (2) that for every one point, there is a one-to-one correspon-

dence between r and ω. If K can be calculated, we can calculate the distortion for every pixel in
the fisheye circular image. So the parameter K can be defined as the distortion coefficient.
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Fig. 2 An optical geometric model of fisheye lens



2.2 The simplify model

In order to calculate the distortion coefficient of K, we established a simple model based on
Fig. 1, shown here in Fig. 3.

We can calculate the radial distance of r as

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u−u0ð Þ2 þ v−v0ð Þ2

q
ð3Þ

The angle of ω between the optical center and the optical axis can be calculated:

ω ¼ tan−1
R

H þ L

� �
ð4Þ

Substitute (3) and (4) into (2), then

K ¼ r
ω
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u−u0ð Þ2 þ v−v0ð Þ2

q
tan−1

R
H þ L

� � ð5Þ

For every fisheye image, (u,v) is one pixel coordinate in the image and R, H, L are constants
of one fisheye lens which has been designed. If we can calculate the optical center (u0,v0) of
lens, then the distortion coefficient K of every pixel in the fisheye image can be calculated.
Every pixel at every position in the circular fisheye image has a different distortion coefficient,
from (5) we can know that the K value become bigger when the pixel was at the edge of the
fisheye image, and it became zero when the pixel was at the optical center point. This helped
us to process the fisheye image which used this distortion coefficient.

2.3 The optical center calibration

Rays parallel to optical axis is imaging by uncorrected fisheye lens, every line extension will
collect at a point, and this point will be the optical center of the lens. In this paper, we designed
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a special cylinder calibration target that included several straight with evenly spaced, and then
put the camera with fisheye lens into the vertical cylinder calibration targets, the image was
shown as Fig. 4(a). All of straights are clear and we can use Hough transform to detect all the
straights. It was shown in Fig. 4(b).

For every straight, it can be fitting a straight function as formula (6), n is the line amount.

yi ¼ kixi þ bi i ¼ 1; 2; 3…::nð Þ ð6Þ
From Fig. 4 we can know every two line has an intersection point (xi,yi), so all of lines have

N intersection points, it can be calculated the average of all point as the optical center.

u0 ¼ 1

N
∑
N

i¼1
xi

v0 ¼ 1

N
∑
N

i¼1
yi

8>><
>>: ð7Þ

The statistical error of (u0,v0) can be calculated as

σx ¼ 1

N
∑
N

i¼1
xi−u0j j

σy ¼ 1

N
∑
N

i¼1
yi−v0j j

8>><
>>: ð8Þ

In our experiment, the image resolution of the fisheye camera is 720*576. We test 8 times
of the optical center of this camera, every time of the (u0,v0) was calculated in Table 1. The
average is (347.2, 289.4), the average error is (12.8, −1.4).

3 The principle of the moving blob model based on the distortion model

In this paper we want to detect the moving object effectively in fisheye image by using the
moving blobmodel and the distortion coefficient of the fisheye lens. In fisheye image processing,

Table 1 Test the optical center of fisheye camera

Number 1 2 3 4 5 6 7 8 Average

u0 345.6 348.7 346.5 347.7 345.9 349.6 347.2 346.3 347.2
v0 289.3 290.8 287.5 290.1 288.5 289.9 290.3 288.5 289.4
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(a) Fisheye image of rays (b) Hough transform (c) Line fitting results

Fig. 4 Calibration the optical center of fisheye camera. (a) Fisheye image of rays (b) Hough transform (c) Line
fitting results



it is very difficult to detect the object at the edge in fisheye image because of the distortion. The
distortion coefficient for every pixel in the fisheye image based on the distortion model will help
to process this pixel. An improved algorithm will be designed as follows.

3.1 The detection flow of the moving blobs model

It can be divided into three levels to detect the moving targets in fisheye video sequences in
which the video capture system has a camera in a fixed position and the lens has a fixed focal
length. The first level is the pixel level in the image of each frame, the second is the moving
blob level which has the same motion attribute as the moving blob model, and the third level is
the moving target level which is also detected according to the moving blob level. A
progressive relationship exists among the three levels. The moving blob will be obtained by
analyzing the pixel level, and subsequently the moving target can be detected and tracked
according to the moving blob. An explanatory diagram is shown in Fig. 5.
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The three levels wholly cover moving target detection in fisheye video sequences, and they
can be subdivided further. The algorithms flow chart of moving target detection was drawn
based on the moving blob model. This is shown in Fig. 6. There are three key steps to
processing. The first step is background image acquisition and updating according to time
and environmental changes. This is needed in order to study how to calculate a stable
background image from the fisheye video sequences. This step decides the accuracy of moving
blob detection. The second step is the algorithm of extracting the moving blob from video
sequences, which means separating the moving blob from the background. The third step is
detecting moving targets based on the moving blobs from the video sequences. The three steps
progressively calculate the background of moving blobs to moving targets in fisheye video
sequences. We will analyze these three steps in detail as shown below.

3.2 Improved algorithm of mean background extraction and updated

For the acquisition of fixed focal fisheye video sequences, the times of the background are more
than the prospect target. Therefore, we can take samples from the video sequence in a period of
time, such as 3 frames per second. For each pixel of the sample image frame, we calculated the
average. According to the principle we know the average value will be close to the background.
The schematic diagram as shown in Fig. 7.Especially when the background is more than the
prospect, the average value will be more close to the background. At the same time, the noise
will be suppressed because of the average method.

From Fig. 7, we can designed the algorithm as follows:

(1) N fisheye image frames Fi were obtained through sampling, here i = 1,2,...N.
(2) For every pixel (x,y) in every frame, we calculated the background with:

B x; yð Þ ¼
∑
N

i¼1
Fi x; yð Þ
N

ð9Þ

This simple method depended on the sample frames, and it is not optimal when there are
many moving targets in the video. If we can remove the pixels which are not the background,
the average value will be close to the real background. However, an effective method to detect
the pixels which are not the real background is difficult because of the unknown moving pixel
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points. But we can analyze some fisheye image frames where we know that the background is
more times than the foreground and the color of foreground is not the same as the background.
One pixel in the fisheye video sequences, if it is a background pixel, will be collected around
the center of the background points in the RGB space during the time of the sample, while the
foreground pixels are far away from the center. So we can consider the pixel as not background
which is the distance of one color vector to this standard deviation. The calculation formula of
the standard deviation is

S:c ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n−1
∑
n

i¼1
X i:c−X 0:cj j2

s
ð10Þ

Here C is the three color components of R, G, B, and X0 is the average value of
the sample. So we can improve the above method of background extraction, which
calculated the standard deviation after averaging the pixel value of all sample frames,
then removed the pixel of an average value more than standard deviation. The steps
of improved algorithm with distortion coefficient K is

(1) N fisheye image frames Fi were obtained through sampling, here i = 1,2,...N.
(2) For every pixel (x, y),

a) Calculate the center point, here K is the distortion coefficient,

F0 x; yð Þ ¼
K ∑

N

i¼1
Fi x; yð Þ
N

ð11Þ

b) Calculate the standard deviation

S:c x; yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K

N−1
∑
N

i¼1
Fi:c x; yð Þ−F0:c

�
x; y

���� ���2
s

ð12Þ

c) Calculate the average value of all elements in the collection of

Fi x; yð Þj∀c Fi:c x; yð Þ−F0:c
�
x; y

���� ���≤S:c x; yð Þ; c ¼ r; g; b; i ¼ 1; 2…N
n o

ð13Þ
This average value is the background B(x,y) which is close to the real background. But the

background will be changed along with the time and the environment, so it needs to be
updated automatically.

(1) The background changes gradually. For the current time t, the background is modified as:

Bnew xð Þ ¼ 1

2

∑
t−F

ti¼t
G K ∑

x∈WW

B x; tið Þj j
� �

F x; tð Þ

∑
t−F

ti¼t
G K ∑

x∈WW

B x; tið Þj j
� � þ Bold xð Þ

2
6664

3
7775 ð14Þ
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(2) The background changes abruptly. We supposed the illumination of the background
change satisfies the following linear relation:

Bnew xð Þ ¼ αBold xð Þ þ β ð15Þ
Through complex calculated, the background is renewed as:

Bnew xð Þ ¼
∑
x∈Tt

F x; tð Þσ tð Þ
∑
x∈Tt

σ tð Þ ð16Þ

Where F(x,t) is the current image, σ(t) is the image discrimination criterion which defined
as:

σ tð Þ ¼ 0; dg tð Þ > Max Dg
� 	

1 dg tð Þ≤Max Dg
� 	


ð17Þ

In formulate (17), Max(Dg) is the predefined maximum gradient difference for image.
When the background which is closer to the true and real time background is extracted, we can
calculate the moving blob in fisheye video frames.

3.3 The moving blob extraction and shadow remove

We can decide which pixels compose the foreground or background in fisheye video frames
through the Euclidean distance, the steps of the algorithm for extracting the moving blobs are

(1) Set the background image of B(x,y), which has been calculated.
(2) Scan every pixel of F(x,y) in the processing frame, if

F x; yð Þ−B
�
x; y

���� ��� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
F x; yð Þ:r−B x; yð Þ:rð Þ2 þ F x; yð Þ:g−B x; yð Þ:gð Þ2 þ F x; yð Þ:b−B x; yð Þ:bð Þ2

q
≥Ta ð18Þ

Then output G(x,y) = 1, otherwise G(x,y) = 0.

(3) G(x,y) is the moving blob of the current frame.

For every moving blob include pixel of G(x,y) = 1, it is need to judge whether real moving
blob because some blobs maybe a false blob. We can use the distortion coefficient K to judge
every moving blob.

(1) Calculated the area S of every moving blobs.
(2) S is not the real value of the target because of the distortion in fisheye image; it is need to

correction with the K value. For every S, do

Sr ¼ S � K ð19Þ

R ¼ Sr−Ta ð20Þ
Here Ta is a threshold of moving blob judgment. This value can be calculated through

experiment. When R> 0 then the moving blob S is the real blob, and discard any blob when R < 0.
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This method can reduce the complex of judging true moving blobs effectively that only use
one threshold Ta. If use normal method, it is difficult to calculate because of the distortion of
fisheye circular image, especially when the moving blob is at the edge of the image.

The moving target which extracted in the fisheye video sequences has some
shadow, especially on sunny days. The shadow is not part of the moving targets,
but the moving blobs extracted using the above algorithm includes the shadow
because the shadow is moving with the moving target. This will make the foreground
targets link up into a single stretch, and seriously affect the accuracy of target
detection and tracking. In this paper, a shadow removal method was proposed based
on the RGB space.

The steps of the improved shadow removal algorithm in RGB space is

(1) Calculated the background image of B(x,y) and get the current frame F(x,y).
(2) For the foreground moving blob pixels F(x,y) extracted using the moving blobs extrac-

tion algorithm, when

arccos
− F x; yð Þ−B x; yð Þð Þ•B x; yð Þ
F x; yð Þ−B

�
x; y

���� ���� B x; yð Þk k
< Tβ ð21Þ

F x; yð Þ−B
�
x; y

���� ��� < Td ð22Þ

Then this pixel is the shadow and needs to be removed from the foreground.

4 Experiment results and analysis

A fisheye video was captured with a frame rate of 25 per second, and a resolution of
720*576. We used this video to test all algorithms based on the moving blob model.
Some original fisheye image was shown as Fig. 8 which extracted from the fisheye
video.
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Fig. 8 Original fisheye image with moving target



4.1 Background effecting

We used the improved mean value algorithm to extract the background. Fig. 9(a) is the extraction
result using 30 frames with 1 frame per second and no distortion coefficient, and Fig. 9(b) is the
extraction result of 30 frames with 1 frame per second and using distortion coefficient to
correction. We can know from Fig. 9 that the background has some moving marks when we
did not used the distortion coefficient K, so the distortion coefficient K could made the
background more clear and it will make the moving blobs extraction more effective in next steps.

4.2 The Detection of moving blobs

We used the Euclidean distance method to detect the moving blobs in the fisheye video
sequences. The experiment results using different thresholds were shown in Fig. 10. The
Fig. 10(a) is the background was calculated 5 frames per second of frames rate, Fig. 10 (b) is
the sample of original frame form the video sequences, Fig. 10(c) is the object detection result
of a threshold of 40, it had a lot of adhesions of moving blobs making it is difficult to separate
every moving target, especially at the edge of the fisheye image. The Fig. 10(e) was the result
of a threshold of 50, and since the moving blobs were not fully extracted some moving targets
were discarded. Fig. 10(d) was the result of a threshold of 45; we found that moving blobs
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(a) 30 frames, 1 frame per second and no distortion coefficient K

(b) 30 frames, 1 frame per second with distortion coefficient K
Fig. 9 The extraction of the background from fisheye video sequences



could be detected completely when using this threshold. We can select this threshold to detect
the moving blobs in the fisheye images.

4.3 Remove the shadow of moving blobs

In Fig. 8 we can see there is some interference of shadows for moving targets. This makes
some targets appear to be connected. We used the method of the improved RBG space shadow
removal algorithm and selected an adapted threshold value of Tβ = 0.1, Td = 60. The experi-
ment results after removing the shadow of the moving blobs is shown in Fig. 6. Figure 11(a)
includes the shadow, and in Fig. 11(b) the shadow of the moving blobs has been removed. This
algorithm is effective at removing the shadow.

When the shadow of the extracted moving blobs has been removed, we can mark the
moving blobs with rectangles as shown in Fig. 12. Because the adhesion of moving blobs has
been reduced, every blob can now be detected separately.

Multimed Tools Appl (2019) 78:877–896 889

Fig. 10 The moving blobs extraction results of difference threshold, (a) is the background was calculated 5
frames per second of frames rate, (b)is the sample of original frame, (c) is the extraction result of the threshold as
40, (b) is the threshold as 45, and (c) is the threshold as 50

Fig. 11 Removing the shadow of the moving blobs, where (a) includes the shadow, and (b) shows removal of
the shadow with the improved algorithm



4.4 Tracking the moving target

The pixel of every blobwhich could be detectedwas calculated. Throughmany times experiments,
and combinedwith the characteristic of fisheye videos, we foundwhen pixels of one blobwere less
than 15*12 can be discarded as interference object at 800*600 resolution. Because the object at the
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Fig. 12 Mark the blobs of detection

Fig. 13 The tracking result of moving target, column (a) is one of the original fisheye pictures in video
sequences, column (b) is the tracking result, and column (c) is the traditional method to tracking objects



edge could be small but if it moved to center that became big. So blobs which more than 15*12
pixels could be marked from the origin in the fisheye video sequences. A fisheye video was
experiment used the moving blob model discussed above. The tracking results of moving targets
are shown in Fig. 13. Column (a) is the original video frames, column (b) is the tracking result
which usedmoving blobmodel, and column (c) is the result which used the traditional algorithm of
background subtraction. From column (b) we can know that the moving targets can be tracked
stablywhen theymoved from far to near, and everymoving objectsmore than 180 pixels are detect
and tracking. When the object is far away and very small, sometimes we think this is not the really
object in fisheye image and did notmarked. But if it moved near to the center of the picture, it could
be marked. Column (c) could detect some center big moving object, but some object marked error,
especial at the edge of image. So compared some traditional algorithms, the improved algorithm of
moving blob model is good to the fisheye video sequences process.

5 Conclusion

In this paper, we discussed an improved algorithm based on the moving blobs model for the
moving object detection and tracking in fisheye video sequences. This algorithm is divided into
two main steps, where the first step is detecting the moving blobs which based on the traditional
algorithm of subtracting the background and the second step is tracking the moving targets by
determining the moving blob. The experiment results indicate that this improved algorithm can
track some of the moving targets in fisheye video sequences stably, and it is efficient when the
targets are moved from far to near the center of the image. The fisheye image has a big view field
but at the same time it has a big distortion, especially when too many targets are on the edge of the
fisheye image which make very difficult to detect them. So it needmore deep research in this field.
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