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Abstract With the development of image acquisition devices and the popularity of smart
phones, more and more people would like to upload their photos to diverse social networks.
It is hard to guarantee the quality and artistry of these photos because of not everyone is a
professional photographer. In order to handle this problem and further help each common
user to improve the beauty of photos, we propose an intelligent photo pose recommenda-
tion method to recommended professional photo pose according to everyone’s posture in
viewfinder. Firstly, the CNN model (VGG-16) is utilized to extract the global features for
each photo. Secondly, the salient region detection method is leveraged to extract the regions
of interest in each photo. To represent the edge distribution in the local regions, we extract
the histogram of oriented gradients. Finally, we propose an effective feature fusion method
based on CCA to generate the global visual features for each photo. We implement the
Euclidean distance to handle the similarity measure between uploaded photos and the pro-
fessional photos. The most similar professional photo will be utilized to guide user photo
composition. In order to evaluate the performance of the proposed method, we collected a
set of professional photos form some professional photography websites. The comparison
experiments and user study demonstrate the superiority of the proposed approach.
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1 Introduction

With the development of internet technology, people spend more and more time on vir-
tual social networks, such as Facebook, Weibo, Twitter and so on. They are prone to show
themselves by different medias. With the development of visual acquisition technology, the
visual information is easy to be recorded by cheap visual acquisition equipments. Therefore,
diverse visual information has been uploaded by different users to different social networks
[10, 23, 32]. However, not everyone is a professional photographer. It is hard to guarantee
that each photo uploaded by users has high quality. As shown in Fig. 1, Fig. 1b shows the
photos with satisfactory layout while Fig. 1a is not professional enough. In order to attract
more attention, users hope to improve the artistry of photos.

To recommend ideal photo pose, the current fancy retrieval and recognition algorithms
can be utilized [6, 11, 12, 32, 36]. Babenko et al. [2] investigated the use of neural codes for
image retrieval. This descriptor can be used to handle similarity measure between pairwise
images. Liu et al. [25] proposed the color difference histograms for image representation.
This feature descriptor can effectively represent the structure characteristics. Furthermore,
the similarity measure methods can be used to compute the distance between user’s photos
and professional photos. The structure learning methods and structure matching methods
[13, 21, 28] can also be used to handle this problem. The retrieved feedback can be consid-
ered as references to guide users to take one picture. Fei et al. [8] proposed an efficient graph
feature which can utilize graph model to represent image structure. Krissinel et al. [19]
described the SSM algorithm of protein structure comparison in three-dimensional space.
However, structure information of images is hard to be represented with human knowledge.
These is no one specific method proposed to help users to improve the artistry of photos.

In this paper, we propose an intelligent photo pose recommendation method by global
and local feature fusion. First, the popular CNN model (VGG-16) is leveraged to extract
globla visual features of photos. Second, the salient region detection method is used to find
the regions of interest within each photo and the histogram of oriented gradients is used to
represent the local structure information. Third, an modified Canonical Correlation Analysis
(CCA) method is used to fuse global and local visual features for united representation.
Finally, Euclidean distance is implemented to compute the similarity between user’s photos
and professional photos. The most similar professional photo will be recommended to guide
user’s photo composition.

Fig. 1 Some example of user’s photo and professional photos. a some photos of poor composition; b some
professional photos
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The contributions of this paper are as follows:

e To the best of knowledge, this is the first photo pose recommendation method to help
users to improve the artistry of photos;

e We propose to utilize the modified CCA method to handle global and local feature
fusion.

e We contribute one professional photo database, which can help other researchers to
develop the related applications.

The rest of this paper is structured as follows. Section 2 introduces the related works.
The proposed method will be detailed in Section 3. In section 4, we present the comparison
experiments and user study to evaluate the performance of this method. Finally, we conclude
this paper in Section 5.

2 Related work

Till now, few works have been done for photo pose recommendation. Since the critical step
for this task is feature extract and fusion, we will first introduce the related work from this
viewpoint. Furthermore, this task is closely related to image retrieval. Therefore, we further
introduce the related works on image retrieval.

Feature fusion is a popular research topic, which can effectively improve the robustness
of feature representation [9, 24]. Wu et al. [29] proposed a novel feature extraction model,
called Feature Fusion Net(FFN), for pedestrian image representation. The model jointly
utilizes CNN features and hand-crafted features to form a new deep-feature representation
which is more discriminative and compact. Pong et al. [26] proposed a face recognition
approach by utilizing the image features at higher and lower resolutions to enhance the infor-
mation content of the features. It employed the cascaded generalized canonical correlation
analysis (GCCA) to fuse the information to form a single feature vector for face recognition.
Bai et al. [3] proposed a SoftMax regression-based feature fusion method by learning dis-
tinct weights for different features, which enables the estimation of object-to-class similarity
measure and the conditional probabilities that each object belongs to different classes. Chen
et al. [5] proposed a new feature descriptor called Histogram of Oriented Gradients from
Three Orthogonal Planes (HOG-TOP) to extract the dynamic visual features from video
sequences. It adopts Multiple Kernel Learning (MKL) to find an optimal feature fusion and
trains an SVM with multiple kernels fore motion expression.

Image retrieval is a classic computer vision problem for effective visual information
management. Till now, many methods have been proposed to handle this problem [34]. Xia
et al. [30] proposed a watermark-based protocol, which can directly embed watermark into
the encrypted images by the cloud server to deter illegal distributions. Zhou et al. [35] pro-
posed the cascaded scalar quantization scheme in dual resolution. It formulated the visual
feature matching as a range-based neighbor search problem and realized it by identifying
hyper-cubes with a dual-resolution scalar quantization strategy. Zhang et al. [33] proposed
a graph-based query specific fusion approach. Multiple graphs are merged and re-ranked by
conducting a link analysis on a fused graph. Qian et al. [27] proposed an effective sketch-
based image retrieval approach with re-ranking and relevance feedback schemes. Yu et al.
[31] proposed a ranking model based on large margin structured output learning. Lai et
al. [20] proposed a deep architecture that learns instance-aware image representations for
multi-label image data. Gordo et al. [15] proposed a novel approach for instance-level image
retrieval. It produces a global and compact fixed-length representation for each image by
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aggregating many region-wise descriptors and leverages a deep architecture trained for the
specific task of image retrieval.

3 Our approach

The proposed method aims to measure the similarity between user’s photos and the pro-
fessional photos. Then, the similar professional photos can be recommended to guide user
for photo taking. The framework (Fig. 2) includes four steps: 1) Global feature extraction:
we implement the CNN model to extract the global visual feature, which can be considered
as the context information of entire photo; 2) Local feature extraction: we implement the
salient region detection method [1, 16] to find the regions of interest. Then the histogram
of oriented gradients is used to represent the local structure information; 3) Feature fusion:
the CCA algorithm is utilized to fuse the global features and the local features for discrim-
inative representation; 4) Similarity measure: specific distance-based metric can be used to
compute the similarity between user’s photos and the professional photos. we will detail
these four steps as follows.

3.1 Global feature extraction

We utilizes deep learning methods to extract visual features from each photo with the popu-
lar CNN model, VGG-16, [7]. VGG is a convolutional neural network model that achieved
92.7% top-5 test accuracy in ImageNet [7], which contains over 14 million images, belong-
ing to 1000 classes. However, this dataset mainly includes living pictures, which are quite
different from professional photos. To make the CNN model suitable for professional pho-
tos, we selected 10% of the data from our dataset to fine-tune the previously trained network
to make it adapt to the new dataset. We implemented model fine-tuning with Caffe [18],
which is one of the most popular open-source deep learning frameworks.

3.2 Local feature extraction

This step aims to extract local discriminative information to represent the characteristics of
user’s photos [22]. Firstly, the salient region detection method is utilized to find the key
regions in each photo. Then, the popular histogram of oriented gradients (HoG) is used to
represent the local structural information. In this work, each specific region in the photo is
divided into 8 x 8 pixel units, and the gradient direction is divided into 9 bins. The his-
togram of oriented gradients can be computed with respect to each pixel in each cell. Then,
we obtain a 9-dimensional feature vector, where each adjacent 4 cells constitute a block

Fig. 2 The framework of the proposed approach
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(16 x 16 pixels), and the feature vectors in a block are connected in series to obtain 36-
dimensional feature vectors. The blocks are used to scan the image patches (50 x 50 pixels),
and the scanning step is 8 units. There are 5 horizontal and vertical scanning windows.
Consequently, we obtain a 900-dimensional HoG feature vector for individual image patch.

3.3 Feature fusion & simialrity measure

To take advantage of both global context and local saliency, we propose to leverage Canon-
ical Correlation Analysis (CCA) for diverse feature fusion. Consider pair-wise feature
representation, including CNN features, X = [xq, ..., xn] € RPx*N and HoG features,
Y = [y1, ..., yw] € RP»*N_They are firstly preprocessed by subtracting the mean value.
Then, CCA can transfer both global and local features of the same image to compute the
projection pairs for two sets of vectors such that the transformed vectors are maximally cor-
related in the low dimensional space. In other words, CCA computes pairs of projection
vectors, wy € RPx and wy € RP>, such that the correlation coefficient can be maximized:

waXYTwy

0

= : )

J@T XX w)w! Y w,)

With this algebraic operation, p can be invariant to the scaling of w, and wy, (1) can be
transformed into the following maximization problem:
arg max waXYTwy

Wy, Wy

stawl XXTw, =1 Q)
w’ yYY Tw y =1

The objective function (2) can be solved by using the Lagrangian multiplier. The
objective function L can be formulated by

L=wl XYTwy + 2,1 —wl  XXTwy) + 21 —w? , YYTwy) 3)
By setting the derivative of L with respect to w, and w, to zero, we have
oL
= XYTwy — 3 XXTw, =0 = XYTw, =1 XX w,
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With the constraints w”  XXTw, = 1 and w? ,YYTw, = 1, we have A, — Ay, = 0. The
solution of (2) can be obtained by solving the following generalized eigenvalue problem:

0 XYT T w, xxT o Wy
o A R e |

The objective function (2) can be further formulated as follows:

arg min |w,T X — wa||2

Wy, Wy
st fwe X2 =1 (6)
lw,Y[* = 1.

From (6), we can see that CCA is a generalized linear regression in nature. w, and wy
will be learned by (6). Finally, the fused visual feature can be written as:

F) = [w," X; wy Y] 7
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After previous operations, we can obtain the fusion feature f for each image. Then, the
Euclidean distance can be used to handle similarity measure between user’s photos and the
professional photos. The related function can be formulated as:

1

VILFUD = fU Il

S, 1) = ®)

According to the similarity measure S(/;, Ij), we can recommend the similar pro-
fessional photos to users. These photos can guide user to capture the photos with high
quality.

4 Experiment
4.1 Dataset

To the best of our knowledge, this is the first work toward intelligent photo pose recom-
mendation. There is no specific dataset to evaluate the related algorithms. To deal with
this problem, we collected the professional photos from several image websites, including
Flickr, Weibo and Foursquare. We developed a crawler to collect 50000 images as shown
in Fig. 3. These images contain the scenarios of sky, river, sea, mountain, grassland, park,
building, and so on. Therefore, this professional photo dataset contains most of common
scenarios and can be utilized for user guidance. Different from the classic image dataset
classified based on the semantic concepts of the images, we manually labeled these images
according to the number of persons in each image. The reason is that photos usually con-
tain persons and the surrounding scenes and the user is guided to take photos by properly
setting the location of persons and the ratio of their sizes with respect to the entire scenes.
The statistics of this dataset is shown in Table 1.

Fig. 3 Prepared dataset consisting of professional photos
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Table 1 Statistics of the
prepared dataset Persons 1 2 3 4 >5

Number 1037 873 1201 1003 1377

4.2 Evaluation of feature fusion

The first important component of the proposed method is feature fusion, which can take
advantage of both global context and local saliency for visual representation. Although the
popular deep learning features can capture the global characteristics by training on the large
scale image dataset, it can not highlight the characteristics of specific regions. On the other
hand, although the local appearance and structural features can capture the local charac-
teristics, it loses the context information. For example, it highlights the characteristics of
individual persons while ignoring the surrounding sky and sea. Therefore, the local fea-
ture is still not discriminative enough for similar photo recommendation. Therefore, it is
reasonable to expect the fused feature can benefit improving the performances.

In our work, we evaluated the performances with 3 comparison experiments: 1) we only
extract the CNN feature with respect to the entire photo and utilized the Euclidian distance
for similarity measure; 2) we only extract the HoG feature with respect to the local salient
region and utilized the Euclidian distance for similarity measure; 3) we fuse both features
and measure the similarity based on Euclidian distance. The experimental comparison are
shown in Table 2. From Table 2, the proposed feature fusion method can consistently out-
perform the comparison methods. It demonstrated that combining both global and local
features can benefit visual representation of individual photos.

4.3 Comparison with the state of the arts

In general, the proposed method can be regarded as the image retrieval method. Thus,
some well-known image retrieval methods are selected as the comparison methods. The
comparison methods contains:

e  Gonde et al. [14] proposed the innovative approach for image retrieval. Especially, it
can measure the similarity between pairwise images in the transform domain with the
proposed 3D local transform pattern (3D-LTraP).

e Chandrasekhar et al. [4] researched on the problem of neural network model compres-
sion for image instance retrieval. They proposed the methods for quantization, coding,
pruning and weight sharing to reduce model size for instance retrieval.

e Huangetal. [17] proposed discriminative extreme learning machine (DELM) to replace
the classic SVM classifier. Both within-class and between-class scatter matrices are
leveraged in DELM to enhance the discrimination capacity for relevance feedback.

e Zhou et al. [35] proposed the cascaded scalar quantization scheme in dual resolution.
It formulated the visual feature matching as a range-based neighbor search problem

Table 2 Comparison of different

visual features Methods Precison(%) Recall(%)
CNN 87.3 90.1
HoG 734 80.3
Our Approach 91.2 92.5
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and realized it by identifying hyper-cubes with a dual-resolution scalar quantization
strategy.

The comparison experiments are shown in Table 3. From Table 3, we have several key
observations:

e The literatures [14] [35] mainly work on novel visual feature formulation. Although
both features have specific superiority with respect to specific applications, they can
not achieve ideal performances in the generalized application. However, the proposed
feature fusion method by taking advantage of both global context and local saliency can
well represent the characteristics of photos for image retrieval. Therefore, the proposed
method can outperform both methods.

e The literature [4] also works on the deep neural network for feature representation.
Although this method can reduce the dimension of feature vector, it lose informa-
tion with the compact representation. Furthermore, it ignores the local discriminative
information. Consequently, it works worse than the proposed method.

e  The literature [17] proposed the novel similarity measure method by DELM. Although
this new machine learning technique is superior to the Euclidian distance-based simi-
larity measure, this method ignores feature representation, which is critical for this task.
Therefore, the proposed method can still outperform this complicated machine learning
method by effective feature fusion.

4.4 User study

The quality and artistry of photos is extremely hard to be judged objectively. There is no
quantitative standard to evaluate the related algorithms in this field. To evaluate the perfor-
mance of this method, we conducted a subjective experiments by user study. We invited 20
people to use the developed photo pose recommended system guide photo taking. These
20 people came from different regions: 5 people from Singapore, 5 people from the United
States, and 10 people from China. Considering different habits of men and women, 10
men and 10 women were selected. Finally, each people was required to provide 20 photos
captured with the guidance of the developed recommended system.

Then, we invited the other 20 people to judge the quality and artistry of these photos.
These 20 people also came from different regions: 5 people from the United States, 5 people
from Singapore, and the last 10 people from China. In order to ensure the profession of
the judgment, all of them are professional photographers. The judgments are based on two
criteria:

e The level of similarity of the professional photo for each user’s photo
e How satisfying the recommended photos are.

Table 3 Comparison against the

state of the arts Methods Precison(%)  Recall(%)  Top-5  Top-10
Gonde [14] 85.7 83.4 93.2 91.8
Chandrasekhar [4]  86.3 74.9 94.7 90.3
Huang [17] 80.3 84.6 89.3 87.7
Zou [35] 83.8 80.2 87.0 85.4
Our Approach 91.2 92.5 95.1 94.4
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Fig. 4 The experiment result of user study

The final evaluation results are shown in Fig. 4. From these result, we can find that the
evaluation of similarity criteria is more than 80%, which demonstrate the accuracy of the
feature description. The evaluation of the satisfaction standard is over 83%, which demon-
strates that our system improves the quality of the photo, which also meets most of the
requirements.

5 Conclusion

In this paper, we propose a novel method for photo pose recommendation. Although we did
not develop specific novel visual features and only fused the popular global context feature
and local salient features, this method can achieve the best performance comparing against
the other competing methods. We further quantitatively demonstrated that the proposed fea-
ture fusion method based on CCA can outperform the single CNN/HoG-based method. We
employed the user study to subjectively evaluate the proposed method. The user feedback
shows that the proposed method can benefit helping user improve the artistry and quality of
captured photo.
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