
Multimed Tools Appl (2018) 77:24843–24864
https://doi.org/10.1007/s11042-018-5701-6

Abnormal events’ detection in crowded scenes

Mariem Gnouma1 ·Ridha Ejbali1 ·Mourad Zaied1

Received: 6 June 2017 / Revised: 18 January 2018 / Accepted: 22 January 2018 /
Published online: 26 February 2018
© Springer Science+Business Media, LLC, part of Springer Nature 2018

Abstract In this paper, two new methods are developed in order to detect and track unex-
pected events in scenes. The process of detecting people may face some difficulties due to
poor contrast, noise and the small size of the defects. For this purpose,the perfect knowledge
of the geometry of these defects is an essential step in assessing the quality of detection.
First, we collected statistical models of the element for each individual for time tracking of
different people using the technique of Gaussian mixture model (GMM). Then we improved
this method to detect and track the crowd(IGMM). Thereafter, we adopted two methods:
the differential method of Lucas and Kanade(LK) and the method of optical flow estimation
of Horn Schunck(HS) for optical flow representation. Then, we proposed a novel descrip-
tor, named the Distribution of Magnitude of Optical Flow (DMOF) for anomalous events’
detection in the surveillance video. This descriptor represents an algorithm whose aim is
to accelerate the action of abnormal events’ detection based on a local adjustment of the
velocity field by manipulating the light intensity.

Keywords Video surveillance · Anomaly detection · Crowd analysis · Tracking · Motion
estimation

1 Introduction

Surveillance cameras have invaded all public areas. These cameras needed a regular human
presence to monitor the captured scenes and interference if necessary to alert those respon-
sible in case of problems. These intelligent surveillance systems have not yet reached the
desired level of suitability and robustness resulting from the huge amount of data analysis
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and wide algorithmic assumptions. Yet, the ability to monitor large geographical areas with
minimal human resources is a very hard manual process and renders the detection of events
difficult since it requires a constant analysis of all paths; which is typically a big challenge
for a human analyst due to information overload, fatigue and inattention.

Now monitoring would be done by systems that allow the recognition of different incon-
sistent clauses to make network managers be more attentive. Unfortunately, nowadays, the
security problem is a big challenge. Indeed,there are limitations to the efforts made from
the research community, because it was thought to build a vision system that can handle the
different scenes congested by providing the information needed to ensure public safety.

In the literature, there are several definitions for abnormal events. However, the most
widely accepted definition defines abnormal events as low probability events compared to
a probabilistic model of normal behavior.

The probability of the detection of an abnormal event means the discovery and response
to abnormal changes or behaviors of humans or objects in the videos. Now, there are sev-
eral techniques for detecting abnormal actions for the vision system, such as [19, 57, 58],
which allows the detection of emergency conditions. Furthermore, to detect those events,
many novelties in video surveillance such as people counting [29] people detection [21],the
detection of a host [40], traffic monitoring [56], abnormal crowd behaviors [12] and tem-
poral object tracking [7] have been made in recent years. Abnormal events in the video
surveillance can be divided into two categories: Global Abnormal Events (GAE) and Local
Anomalous Events (LAE) [34].

Local events can be defined as an energy model that is used in many rare event detection
tasks.

Local EIA, as suggested by Cao et al. [6], uses motion directions and kinetic energy to
detect aberrations in overpopulated scenes. Xu et al. [55] have proved the energy model in
spatio-temporal contexts.

The GAEs are the events happening over a stage such as “fight the group”, for example,
where the pedestrians suddenly dispersed due to an explosion.

Some other works combine the two such as in [24] and the sparse representation by
projecting the histogram of maximal optical flow projection (HMOFP) of features from a
set of normal data.

In our work, we exceptionally focus on global abnormal crowd behavior detection.
Almost, there exist two main approaches for understanding Global abnormal crowd

behaviors[18]: holistic approaches and object-based approaches.
In object-based methods, a crowd is considered a collection of objects [46]. It is

necessary to detect and track each individual to understand the behavior of the crowd.
On the other hand, For holistic approaches [8, 11, 30] the crowd is presented as a global

entity and extracts the different characteristics such as the use of the optical flow to iden-
tify the movement in the data-set for the analysis of a higher level.To detect this type of
event, Wang et al. in [52] proposed a method based on an image descriptor combined with
a nonlinear classification method; by introducing an optical flow orientation histogram as a
descriptor encoding the displacement information of each video frame. The results obtained
by Cui et al [39] suggest that the potential energy of interaction explores the relationship
between the state of a person and these reactions. Spatio-temporal grid-based framework
was introduced by Nam [36] to deal with the complexity of structures of the motion flows
that can group optical flows into crowds. Meanwhile, several other approaches are highly
effective in detecting global abnormal events [45].

In our research, we focus primarily on the global detection of aberrant events of a crowd
in surveillance video sequences. we can define an anomaly as the detection of patterns in a
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given set of data that do not conform to an established standard. This means that aberrant
events can be identified as irregular activities with respect to usual normal ones, such as
“pedestrians suddenly start running in different directions”.

We can define an anomaly as the detection of patterns in a given set of data that do not
conform to an established standard. This means that aberrant events can be identified as
irregular activities with respect to usual normal ones, such as “pedestrians suddenly start
running in different directions”.

This paper aims at presenting the following contribution:

– A new real-time technique for pedestrian tracking in a crowd by improving the method
of Gaussian Mixture Model to track all the crowded scene in the video which is adap-
tively modeled so that it follows the crowd throughout the surveillance with high
performance.

– We propose a novel DMOF descriptor to distinguish abnormal events in a crowded
scene. Since our method was established in specific cells of frame for anomaly motion
detection, this not only avoids unnecessary computation and speeds up the system but
also contributes to a high detection rate. Because the descriptor is scale and rotation-
invariant, the new DMOF is very effective

We work on two stages that require segmentation prior background, no earlier normal move-
ment training with motion recognition and tracking of aberrant movement in the object
is performed. We analyze the trajectory to follow the crowd by improving the Gaussian
mixture model method (IGMM).Also, more details of our proposed approach DMOF are
provided for clarity and integrity.

The rest of this paper is organized as follows: Section 2 introduces the related work in
the literature. The proposed methods for both tracking and recognition of abnormal events
are described in Section 3. Section 4 provides a comparison between our method and other
online approaches in the literature to demonstrate the advantages of the proposed methods.
The final section gives a conclusion of this study.

2 Related work

In this part, we present the various aspects of the problem of crowd abnormality detection.
Anomaly detection has been identified as a technique to uncover rare events. Among the
several topics related to detection of anomalies are detection of a sudden movement, noise
detection and detection of violence.

Many of the state of the art approaches for unexpected behavior detection in crowded
scenes are based on complex models, which require high processing time and several
parameters to be adjusted.

Usually, in public places, people do not always follow the laws of physics; they have
no preservation of momentum and can stop, run and start at will. To detect certain types
of exceptional events; Mehran et al. [34] argue that the model of social work is the best
solution to detect and locate aberrant behavior in certain videos of the crowd. To solve the
measurement of this problem of anomalies, most conventional algorithms [1, 3] detect the
test sample based on the low probability as an anomaly by fitting a model of training data.
In addition, several other algorithms such as the Hidden Markov Model (HMM) [1], the
Markov Random Field (MRF) [2] and Temporal MRF [3] have been proposed.

We focus on the detection of abnormal events in overcrowded scenes using the opti-
cal flow characteristics. The optical flow is to compute pixel wise instantaneous motion
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between two consecutive frames. This influence of optical flow is frequently a point of
hypothetical argument when dealing with crowds. The most interesting approach to this
issue has been proposed in [9, 13, 16, 20, 47]. In early attempts, some aberrant methods
focused on the use of the optical flow algorithm. Ryan et al. [42] used measures of optical
flow with great results. The authors encode optical flow vectors using a three dimensional
gray level co-occurrence matrix structure, created the dynamics of a local region by the
uniformity of the motion. They created a new model of normality using a GMM. Their
method is both powerful at astute between normal and abnormal scenes while keeping up
an arguably real-time processing speed of approximately 9 frames/s.

In [31, 33, 50], the algorithm of LK is used to estimate optical flow for each pixel. Each
action is labeled by movement direction and the position of an empty square cell to pro-
duce the representation of words in videos. In this context, Marques et al. [23] argue that
dense crowd tracking algorithms are impossible and that optical flow estimation can become
unreliable. Reference [43] analyzes and compares various aspects of abnormal detection in
dense scenes by measuring the uniformity of a flow field by the use of three dimensional
gray level co-occurrence matrix structure. This method is very effective to help differentiate
between normal and abnormal movements while respecting a speed of time slightly ques-
tionable in real time. We choose to adapt this technique because of the robustness of the
multiple and simultaneous camera and object motions and it is widely used in dense crowd
segmentation and motion detection.

3 Proposed methods overview

Unlike to the various approaches mentioned above, our proposed method is created for the
detection of abnormal motion in a crowd in a large sense. We cite the example of unex-
pected human behaviors. We try to evolve techniques that are generally valid to be applied
to different video surveillance.

3.1 Proposed method for crowd detection

Detection of the crowd is a difficult task due to occlusions in individuals and because of
scene clutter.Detection of moving objects is the first stage of all basic since reduced vision
systems process on analytical measurements. Nevertheless, with the sudden changes in
different natural scenes such as repetitive movements of people and climate change, the
detection of a crowd is a difficult problem to deal with in an effective way. Major research
efforts are emerging to fix this problem. Assorted solutions have been suggested as in [22,
26, 35, 44] where the authors relied on the spatio-temporal modeling of the scene of the
crowd to localize and discover abnormal events by modeling movement variations of var-
ious space time volumes as in including their spatio-temporal statistical behaviors. Other
authors using aerial images offer a method based on finding the nearest neighbor relation-
ships for each person in the image to detect crowd regions [25]. In general, the duration of
attention of the human being deteriorate after 20 minutes, so, the task of manual surveillance
re- quires prolonged and demanding attention [32]. Now, anomaly detection and monitoring
of the dynamics of the crowd become increasingly popular.

In the current surveillance systems, there is considerable interest in the analysis of the
crowd, especially the study of crowd behavior. Then, we must focus on safety in the crowd in
order to detect dangerous situations. But, analysis of crowd behavior hides many problems
such as the discovery of the event from the crowd and the change of the crowd or anomaly



Multimed Tools Appl (2018) 77:24843–24864 24847

detection. In contrast to these two methods [32, 50], which are based on low-level functions
to symbolize crowd motion, we suggest a solution based on a GMM as it is tested on each
Image location to better model the local distribution of the image.

Detecting people in these scenes relies on detecting movements of each single, then
adapting the method of IGMM for the tracking. In the final stage of the detection process
of the GMM method[14], a number of characteristics of the object such as the delimitation
area, perimeter, and the color histogram of the regions corresponding to objects are extracted
from the image using the foreground pixel map.

The foreground extraction step is developed by identifying the pixels of each frame I by
comparing each pixel X1...Xt with each Gaussian. The pixel is defined by its intensity in
the RGB color space. Next, the probability is determined from the noticed value of every
pixel. As a first step, we compare each pixel to the associated components ‘μ’ [43]. If this
value is close enough to ‘μ’, then this pixel is considered the appropriate element. This
difference must be less than that of the standard deviation of the element measured by the
component in the algorithm. As well, we update the mean variance as well as Gaussian
weight to find the new pixel value. Thereafter, we determine the components that belong to
the background model by applying a threshold to the weights of the ‘w’ elements. As for
the last step, it consists of identifying the pixels of the first plane which do not correspond
to the element identified as the background.

P(Xt ) =
k∑

i=1

ωi,t η
(
Xt ; μi, t,

∑
i,t

(1)

Where wi,t is an estimate of the weight (the portion of the data is recorded with this
Gaussian) Gaussian th(Gi,t ) in the mixture at time t. μi,t is the average value of (Gi,t ),

∑i
t

is the covariance matrix and η is a Gaussian probability density.

k∑

i=1

ωi,t = 1 (2)

The average of the gaussian mixture is:

μt =
k∑

i=1

ωi,tμi,t (3)

With

K: the number of distributions
wi,t : the weight of the ith Gaussian
T: the time
k∑

i=1
: the standard deviation.

Foreground region detection outputs of algorithms typically contain noise and thus they
are not suitable for further processing without a special post-treatment. Morphological oper-
ations such as erosion and dilation are operations applicable to the pixel map foreground
to eliminate noise that is caused by the elements listed above. Our goal of using these
operations consists in:

– Removing the foreground pixels that do not match the real leading regions;
– Removing background pixels that are noisy near and within areas of sensing objects.
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After that, we use the Blob, which is a mathematical method, on the levels of regions of
a digital image that allows the detection and analysis of connected regions [43]. Its a set of
connected pixels. Blob’s analysis is the study of connected regions in an image. It can detect
the position, quantity, orientation and shape in each picture.

Blob’s Analysis removes blobs that are of no importance and take only the relevant blobs
for a deep analysis. After, the detection of the leading regions and application of post-
processing operations to eliminate noise areas and shade, the foreground pixels are filtered
by grouping them in related areas (blobs) and labeled using connected component labeling
algorithms. After finding the individual blobs that correspond to objects, the bounding boxes
of these regions are calculated. Once we have increased the regions, we extract the features
of the corresponding objects from the current image. These characteristics are the size (S),
the center of mass (Cm) and the histogram color (Hc). The calculation of the size of the
object is common and we just count the number of foreground pixels that are contained
within the bounding box of the object. To calculate the point, the center of mass = cm
(Xcm; Ycm) of an object O, we use the following equation:

Xcm =
k∑

in

∑n
i

n
, Ycm =

∑
in

y1

n
(4)

n is the number of pixels in O. The histogram color, HC, is calculated based on the RGB
intensity values of object pixels in the current image. To reduce the computational complex-
ity of operations that use the color histogram, color values are quantized. Assuming that N
is the number of bins in the histogram, then all lids become 255 / N color values. Therefore,
for an object O, the histogram color is updated as follows:

Hc

(
Ci

N
,
Cj

N
,
Ck

N

)
= Hc

(
Ci

N
,
Cj

N
,
Ck

N

)
+ 1∀c = ((Ci, Cj , Ck), ∈ 0 (5)

C represents the color value of (i, j, k) th pixel. In the above equation, i, j and k are index
variables in three color channels. In the next step; the color his- togram is standardized to

Fig. 1 Result of the bounding box
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permit a proper comparison with other histograms in later stages. The normalized histogram
Hc is calculated as follows:

Finally, the resulting histogram is a 3D matrix (N * N * N). After that, we discover the
bounding boxes for all connected components equivalent to the motion of people with the
Blob analysis of objects (Figs. 1 and 2).

We construct the boundaries of each rectangle that follows each person during his move-
ment as shown in the figure above (Fig. 1). After monitoring the stages of our system for
the detection of items, the bounding boxes surround most people with perfect location.

To find the location of each individual in the scene, we based on the result of the selec-
tion box (BBOX) to determine the rectangle boundaries for crowd tracking. In case of the
detection of two persons whose coordinates of the rectangle encompass this person this
coincides with the coordinates with others then we consider him committing a single object
as presented in the figure (Fig. 2).

The position of the rectangle that encompasses the crowd is defined as follows:

– ABS, ORD: the upper left corners of the bounding box

W = Round
(∑

bbox(:, 3)/size(bbox, 1)
)

(7)

H = Round
(∑

bbox(:, 4)/size(bbox, 1)
)

(8)

ABS = min(bbox(:, 1)) (9)

When bbox(:,1) represents a vector of values of all abscissa for pedestrian detection

ABS2 = max(bbox(:, 1)) (10)

ORD = min(bbox(:, 2)) (11)

Fig. 2 Crowd detection process
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ORD2 = max(bbox(:, 2)) (12)

Width = ||[ABS,ORD2 + H ; ABS2 + W,ORD2 + H ]|| (13)

With Width represent the distance between these two terms: ABS,ORD2+H and
ABS2+W,ORD2+H.

Height = ||[ABS,ORD; ABS,ORD2 + H ]|| (14)

The final rectangle position encompassing all the people in the scene is:

position = [ABS ORD Width Height] (15)

3.2 Proposed method for abnormal event’s detection

In this paper, we propose a new method based on optical flow characteristics for the abnor-
mal detection of crowd behavior based on two algorithms to detect abnormal behavior in
congested scenes.

1. Method of Lk
The method of Lucas Kanade [33] takes into account additional assumptions on

a smaller area to particularize the optical flow. It minimizes a criterion on a small
area, thus obtaining the optical flow of this small area. This procedure maintains the
luminance between the two successive images whose pixels calculate the displacement
between the two frames with fixed optical flow in the vicinity. The function to be
minimized is:

Elk =
∑

�

[
∂E (x, y, t)

∂x
u(t) + ∂E(x, y, t)

∂y
v(t) + ∂E(x, y, t)

∂t

]2
(16)

with {
u(x, y, z) = u(t)
v(x, y, z) = v(t)

(x, y) ∈ � (17)

2. Method of HS
To achieve this optical flow estimation, we obtain a formula which combines the

luminous variation of the frame with a point displacement pattern containing the same
luminance distribution [15]. At a point of brightness distribution (x, y) of the image at
the time t, E (x, y, t), when this structure moves, the luminosity of an object caught is
constant, thus:

dE

dT
= 0 (18)

The use of the rule of differentiation chain gives us

∂E

∂x

∂x

∂t
+ ∂E

∂y

∂y

∂t
+ ∂E

∂t
= 0 (19)

Exu + Eyv + Et = 0 (20)

We have also filed in with additional abbreviations such as: Ex and Ey, for the incom-
plete derivatives of the brightness of the frame concerning x, y and t. The constraint in
the equation in another way is,

(Ex,Ey)(u, v) = −Et (21)
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3.2.1 Proposed work

In this section we present our proposed descriptor as mentioned earlier for anomaly detec-
tion based on both results of optical flow for the method of Lk and HS, illustrated in Fig. 3.
We divide the frame into 8.8 blocks for each line.

As previously mentioned, optical flow information (magnitude) is used to construct the
feature vector for each global. To do this, we calculate the optical flow field between the
frame t − 1 and t. We obtain a matrix A; then, we compute it (1 using the method of LK, 2
using the method of HS) between the frame t and t + 1. We obtain the matrix B.

We construct a feature matrix based on the magnitude provided by the vector field result-
ing from the optical flow (note that the magnitude of the optical flow indicates the speed of
movement of the pixel).

As we mentioned earlier, assuming that the brightness of each moving pixel in the frame
is constant,

v =
[

dx

dy

]
(22)

With dx and dy are its displacements along the axis x and y.
To a given motion vector v, we compute the magnitude Mgn as follows:

Mgn =
√

dx2+dy2 (23)

The motion field is a rich dynamic descriptor of the flow which is related to flow velocity,
density and pressure in the flow. However, the optical flow is to compute pixel wise instanta-
neous motion between two consecutive frames. The speed vectors are depicted by the colors
shown in this circle.All velocity vectors are coded by the color itmeans by placing its origin at
the center of the circle. Depending on this angle, the point takes a different color, its intensity
varies fromblack to full color according to the normof the vector. Themaximum speed is rep-
resented by white dots. This mapping finally returns to build an application that combines
the angle and standard velocity vector at a point in space (RGB). This type of representation
can give a color for each pixel, and can quickly view the consistency of results.

Fig. 3 Extraction process of the feature
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Each block contains a set of interest points. We are only interested in a sufficient number
of these points. So, we apply a filtering process in order to discards irrelevant points that
does not contain movements. We note that an interfering movement is marked in white.

We cannot, however, determine the component of motion at right angles with the
component in the direction of the gradients.

Let us denote the motion features in term of velocity magnitude mgn at any time t. For
an the optical flow field (u,v) of each pixel following (17), the velocity magnitude mgn for
a 8*8 cell can be calculated as:

mgn = 1/64 (23) (24)

With c(mgn(c, t)) is the probability of observing the current cell c at the time t.
We begin with the initialization of the the Sum=0 at the t=1, then we calculate the sum of

white intensity of each cell after the processing of filtration of the second obtained image:

Sum = Sum +
∑

S (25)

With S representing the sum of the white intensity of each cell in the image.
Consequently, the speed can not be calculated without offering an additional imposition.

To view the route of optical flow field, we use the image of velocity vectors, which can
depict a color to symbolize the flow direction and its intensity as shown in figure (Fig. 4).

Fig. 4 Abnormal crowd detection process
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A suitable threshold is used to generate an abnormality frame; Following [30] if the light
intensity (see Fig. 5) is very important, that is, greater than the maximum of threshold;
then, we can notice that there is an abnormal move- ment in the scene. Else, if the value
of the intensity is less than the minimum of the threshold, we label it as a normal event
(experimental results). Correct detection should satisfy the fact that light intensity should
surpass the threshold: For a visual representing, the route of the optical flow field are used
in the vectors of the original image with superimposed speeds, can further be used to map a
color to symbolize the direction of flow as well as its intensity.

4 Experimental results and discussion

In this section, we present, first, the benchmark datasets all throughout the surveillance
to evaluate the performance of our proposed methods. Then, the experimental protocol is
detailed. Finally, the obtained results are analyzed and compared to other methods.

4.1 Datasets

Our surveillance system is of the “smart camera” capable of detecting an abnormal situa-
tion automatically. For the detection of the crowd, we improved the GMM [14] method to
extract various useful features for time tracking of a crowd. Then, we tested our approach
on three databases that contain various human activities. These activities included walking
and running: Pets’ [38], Avenue [27] and UMN database [49].

We used 2 classes from Pets’ datasets: S1 and S2 for walking and S3 for event
recognition.

The resolution of video frame is 768*576.
This dataset contains different crowd activities and the task is to provide a probabilistic

estimation of each of these activities: walking, running, evacuation (rapid dispersion), local
dispersion, crowd formation and splitting at different time instances.

The UMN database is publicly accessible to videos of normal and abnormal crowd at the
University of Minnesto. It includes videos of 11 different scenarios in three different indoor
and outdoor stages. Each video consists of an initial part of normal behavior and ends with
sequences of abnormal behavior. The video size is of 320 × 240 pixels. The movements of
persons are essentially multi-directional.

The Avenue dataset includes 15 sequences, each one is about 2 minutes long. It contains
in total 14 abnormal events including throwing objects, loitering and running.

4.2 Experimental protocol and parameters’ setting

We adopted as evaluation measures for the Area Under ROC curve (AUC). The AUC is
derived from the ROC curve which is very often used to compare the performances of

Fig. 5 Light intensity range
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Table 1 Efficiency tests on
different datasets (unit:
ms/frame)

UMN dataset Method

Ours STT STC IBC

Scenario 1 15.4 15 17 1818

Scenario 2 17.2 18 19 2200

Scenario 3 15.6 16 15 2712

different methods. For a good recognition algorithm, larger the AUC accuracy is, he better
the algorithm is.

In our experiments, we have made few attempts to optimize the parameters used in our
method, and so improved performance may be obtained by exploring other values. The
DMOF is performed on each 8*8 cell and updated every 3 frames.

In our proposed method, two parameters are needed to be adjusted. The first one corre-
sponds to pyramid parameters of LK. We define a height Lm of pyramid (in application,
Lm = 2, 3 or 4). At each level of the pyramid, the image is sub-sampled by a factor of 2 for
the two successive images considered.

Second, we empirically fixed the threshold that differs the abnormal event from a normal
event. We calculate all the numbers of pedestrians in each frame by following this equation:

Size = rg(bbox) (26)

Then we multiply the result obtained by calculating the sum of luminous intensity for a
single pedestrian who is walking three times to obtain the sum of intensity in a running rain
(max of threshold).

4.3 Results and analysis for crowd detection

During the evaluation, for the processes of detection of the crowd; we compared our work
with other benchmarking approaches such as composition inference (IBC) [5], spatio-
temporal compositions (STC) [41] and spatio-temporal texture (STT) [51]. The STC
highlights its real-time performance like the IBC which has been advised as one of the most
accurate methods for anomaly detection. The STT algorithm developed its robustness in
performance compared to other conventional image/frame-based approaches. All of these
methods have been tested under the same hardware configurations and software settings.

The temporal consumption of our algorithm has been compared with popular approaches
as illustrated in the following table.

The time used by our algorithm for crowd detection has been compared with well-know
approaches as presented in Table 1.

In the table, IGMM for crowd tracking performs faster than other benchmarking
approaches.

We also provide in Table 2 a comparison of the execution time measured in processed
s/frames for several anomaly detection methods. Noting that these numbers correspond to

Table 2 Frames per second
processing of various methods Method BM [55] SS LOF [37] Our

FPS 1.037 5 1.302 1.054

CPU 3.16 3 2.5 2.3

Platform Matlab n.c c++ Matlab



Multimed Tools Appl (2018) 77:24843–24864 24855

Fig. 6 Our proposed approach to the detection of the crowd

different implementations, so this comparison is only indicative. Indeed, the size of the
images may vary as well as the execution time, which may not encompass the entire flow,
which causes a comparison of the calculation time. For example, the run-time of the SS [17]
method does not include the calculation of optical flow fields. Nevertheless, our method is
prone to treat abnormality detection more efficiently than other methods.

Our method of detection of the crowd has been successfully tested on video sequences.
This method gives the result in a display of a yellow bar at the top left if there is a crowd
(This is a crowd), otherwise it displays this message (No crowd).

The detected and tracked subjects are marked by a red rectangle on the output frame. It
is built using the bounding boxes that define all related components equivalent to a move-
ment of a pedestrian with Blob Analysis object. As shown in Fig. 6, our system detects the

Fig. 7 Our proposed approach to the detection of the crowd (in case of the no existence of crowd
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Fig. 8 Sample snapshots of abnormal events’ detection: first line:using HS second line: using LK

existence of a crowd and surrounded it with a rectangle. The dimensions of this rectangle
depend on the movement of pedestrian in scene.

In Fig. 7, the system displays an alert at the top of each window to describe the absence of
crowds. If the system detects the presence of the crowd, we go to the next step which is the
step of detecting abnormal movements in the crowd if the detection process is completed.

4.4 Results and analysis for abnormal detection

Our approach is tested on movies directed by a vision of the day, but we might consider
an application running in night vision with the use of cameras with infrared illumination
and does not affect the quality of work since our application is based on the estimate of
the intensity of movements and lighting has no effect on the application. In order to detect

Fig. 9 The histogram showing the variation of normal and abnormal events
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Fig. 10 Comparisons of our method with other approaches in terms of speed

abnormal events, we rely on the calculation of the intensity movements of each person in
motion, using the calculation of the optical flow between two successive images (Fig. 8).

These figures show the influence of the light intensity in three datasets.
The results provided by the implementation of the method of HS is very sensitive to

noise. Moreover, the overall nature of this method gives it a very smooth character, resulting
in an inaccuracy of the result, notably an absence of identification of local movements. This
explains the success of the LK method in making rapid coarse estimates of the optical flow.
The best result is therefore given by the refined pyramidal implementation of LK (5 levels
of pyramid, 10 × 10 patch size and 10 iterations) to detect abnormal movements in public
places.

In addition, the use of the LK technique is better performed because it divides the video
frame into small portions and solves it with respect to HS which assumes that the optical
flow is smooth over the whole image.

The results obtained with the Lk method are very satisfactory, the contours of the objects
are very well respected with good segmentation. Finally, the flow is dense and as accurate
as possible.

The histogram drawn in Fig. 9 shows the variation in luminous intensity, in order to
explain the distribution of the intensities (or colors) of each frame.

Generally, surveillance video needs security agents in order to control its different
streams. In public places, more control and speed are needed when detecting abnormal
events.In this field, our work has been improved in a way that it outperforms other similar

Table 3 Anomaly detection
results on the whole UMN dataset Methods Area under ROC

Pur optical flow [34] 0.840

BM [54] 0.964

FF [48] 0.810

SF [53] 0.850

OFF [11] 0.964

CI [53] 0.879

SRC [24] 0.847

Biswas [4] 0.983

Ours(HS) 0.930

Ours(LK) 0.984
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Table 4 Accuracy (%) comparison for abnormal crowd behavior detection in the UMN dataset

Ours LK OFF BM FF CI SF SRC

View 1 98.84 99.10 99.03 88.69 90.62 84.41 90.52

View 2 97.72 94.85 95.36 80.00 85.06 82.35 78.48

View 3 98.7 97.76 6396. 77.92 91.58 90.83 92.70

Table 5 Accuracy (%) comparison of the proposed methods with OFF, BM, FF, CI and SF for crowd escape
behavior detection in PETS2009 dataset scenario 1

Proposed LK Proposed HS OFF BM FF CI SF

view 1 99.34 99.01 99.07 92.45 37.74 56.60 63.21

view 2 98.64 97.53 98.13 83.02 37.74 83.02 70.76

view 3 84.21 82.32 62.62 89.62 37.74 81.13 52.83

view 4 89.53 84.019 97.20 90.57 37.74 52.83 48.11

Fig. 11 Crowd escape behavior detection for scene 1 in the UMN dataset. (7) Ground truth, (6) OFF method,
(5) result of BM, (4) result of FF, (3) result of CI, (2) result of SF, (1) Our method

Table 6 Accuracy (%) comparison for crowd escape detection of the PETS database for scenario 2

Proposed LK Proposed HS OFF BM FF CI SF

view 1 99.00 98.20 98.66 96.01 94.50 94.95 91.22

view 2 99.70 99.42 99.20 94.15 63.83 92.02 89.36

view 3 99.34 99.47 99.47 95.21 95.48 94.15 94.68

view4 87.72 85.39 89.57 91.49 96.81 89.36 64.63
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Fig. 12 Crowd escape detection of the PETS database for scenario 1 view 1. (7) Terrestrial Truth, (6) OFF,
(5) BM, (4) FF, (3) CI, (2) SF and (1) proposed method DMOF

works. This is foreseen by the following figure which shows the speed of our approach
compared to other approaches. And to further support our approach, we can see that the
abnormal event is detected from the frame number 11, but in another algorithm [34] the
abnormal movement is detected in frame number 27 (Fig. 10).

This experiment aims to assess the performance of anomaly detection along the video clip.
Thereafter, we calculate the real positive rate and the false positive rate in the movie. We

compare our method with state of the art in detection performance on UMN dataset (see
Table 3); our measure achieved higher accuracy in the anomaly detection, better than all the
state of the art methods.

The recognition results of our method for the detection of abnormal movements appear
to be very reliable and reach 95.5%.

Table 4 shows the accuracy comparison of six methods for the three views in the first
and second scenario of UMN datatset.

Fig. 13 An abnormal event and its corresponding abnormal patches in the Avenue dataset



24860 Multimed Tools Appl (2018) 77:24843–24864

Table 7 Comparison with other
sparsity-based method on the
Avenue dataset

WD LT MISK Total FA

Ground Truth 9 3 7 19 0

Avenue [28] 9 3 7 19 2

Our LK 8 3 7 18 0

Our HS 8 3 7 18 1WD wrong direction, LT
loitering, FA false alarm

The proposed feature detection DMOF for abnormal event detection performs and is
better than other techniques. It’s achieves the best accuracy with an average of 98.4% using
our DMOF + LK representation, which is higher than the accuracy of OFF (96.46%), CI
(87.91%), FF (81.04%), SRC (84.70%), SF (85.09%) and BM (96.40%) ...

The accuracy of this methods below the same evaluation settings was taken from [10].
For the Pets dataset, we compare our methods with others methods. We follow the same

evaluation settings as outlined in [11] (Table 5).
In the second scenario, we again follow the same evaluation settings as described in [11].

In the second scenario, we do that for each view.
In this dataset, especially for views three and four, the pedestrians are occluded by a tree.
Additional, as soon as the crowd appear, from these camera angles, the crowd get away

and start quickly, that’s why the rate was decreased.
Our algorithm DMOF for the second scenario achieved the second best accuracy with

an average of 96.44 %, compared to the other results of OFF 96.72%, BM (94.22%), SF
(84.97%), CI (92.62%) and FF (87.66%).

The abnormal event detection results for a frame of Avenue dataset is shown in Fig. 11.
The experimental results in Table 6 lists the comparison with other methods and shows that
DMOF descriptor performs better than other methods, especially using the LK method for
optical flow representation.

For different databases, the feature of DMOF + LK is better than DMOF + HS.
This method greatly reduces the cumbersome intermediate operation compared with

other methods (Figs. 12, 13 and Table 7).

5 Conclusion

In this paper, a real time tracking people and detection of abnormal events in crowded
scenes is described. Our algorithm is based on the criterion of light intensity which corre-
sponds to the rate of movement of individuals. A method based on the Gaussian mixture
model was tested and improved to try to deduce better detection and tracking of the crowd.
Then, a novel optical flow magnitude of features for abnormal crowd behavior is presented.
This approach can be used to exactly predict abnormal events. It’s used successfully in the
11 different scenarios of the UMN database. Scenario 1,2 and 3 Pets’ dataset and Avenue
database. The advantages of our proposed methods are that no longer contains a learn-
ing phase and that they supply a method for the temporal tracking over time. To test the
detection accuracy of the proposed method prove that the method of LK is rapid in esti-
mating optical flow and in detecting abnormal events and it is better than many previous
methods.
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