
Reversible data hiding in encrypted images with high
capacity by bitplane operations and adaptive embedding

Fuqiang Di1 & Fangjun Huang2,3 & Minqing Zhang1 &

Jia Liu1 & Xiaoyuan Yang1

Received: 28 March 2017 /Revised: 29 November 2017 /Accepted: 5 December 2017 /
Published online: 21 December 2017
# Springer Science+Business Media, LLC, part of Springer Nature 2017

Abstract Reversible data hiding in encrypted images (RDHEI) is a technique that makes contri-
butions to cloud data management in privacy preservation and data security. A novel framework of
RDHEI with high embedding capacity based on bitplane operations and adaptive embedding is
proposed. Three parties constitute the proposed system: the content owner, the data hider and the
receiver. First, the content owner encrypts the original image for privacy protection. A data hider
partitions the encrypted image into two sub images by bitplane-level operations and embeds
additional data with an adaptive embedding strategy. With the encrypted image containing the
embedded data, the receiver can extract the embedded data without any error and losslessly recover
the original image according to specific requirements. The proposed framework can not only work
for many different specific image encryption methods but also accomplish hundreds of reversible
data hiding (RDH) algorithms directly in the encrypted domain. Extensive experiments demonstrate
that the proposed framework can significantly increase the embedding capacity of some existing
RDHEI frameworks, although it may reduce the PSNR value.

Keywords Reversibledatahiding.Encryptedimage .Bitplaneoperations.Adaptiveembedding

1 Introduction

Reversible data hiding (RDH) [7, 20, 25] is a multimedia security technique to embed
additional data (e.g., authentication information) into a carrier image, and recover the original
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image after data extraction. This emerging technique has been extensively studied and is
widely used in many fields such as image authentication [4, 27] and activity recognition [2,
15–17, 19]. However, in many big data scenarios, the image is first encrypted before being
uploaded to the server for secure communication. Recently, reversible data hiding in encrypted
images (RDHEI) has attracted much attention and has many important applications in medical,
military and other fields [18, 21, 32]. For example, medical images of patients are usually
encrypted first to protect the privacy of patients and then uploaded to the hospital servers. On
the one hand, the server manager may hope to embed some additional information, such as
integrity authentication; on the other hand, the original medical images must be recovered
without error.

The classic RDH algorithms for bmp images include three major approaches: difference
expansion [26], histogram shifting [3] and lossless compression [14]. The lossless-
compression-based methods release some place by losslessly compressing the cover image
and generally have low embedding capacity. The difference-expansion-based methods usually
perform a higher embedding capacity, while keeping the image distortion low. Compared with
other methods, the histogram-shifting-based methods have the better capacity-distortion curve
and have been extensively investigated [10–12].

The classic RDH algorithms for un-encrypted images generally cannot be applied to
encrypted images directly. Zhang proposed the first RDHEI algorithm with a new pixel
flipping strategy in [29]. The method embedded additional data into an image that is encrypted
by stream cipher, and the original image can be recovered via the correlation of pixels. Some
improved versions of Zhang’s method were proposed in [1, 5, 13, 24, 34]. Since the embedded
data can only be extracted after image decryption, i.e., a receiver having data-hiding key but no
content owner key cannot extract the embedded information, the type of algorithms in [1, 5,
13, 24, 29, 34] are referred to as non-separable methods.

To overcome this problem, Zhang proposed a separable reversible data hiding scheme in
[30]. In this new scheme, the legal receiver can extract the additional data with the use of a data
hiding key directly without the image decryption. Qian et al. embedded a secret message into
an encrypted image using a histogram modification and n-nary data hiding scheme [22]. This
method improved the embedding capacity and image quality, but the leakage of image
histogram reduced the safety of the image. Zhang et al. compressed a part of encrypted data
in the cipher-text image using a Low Density Parity Check Code (LDPC) and inserted the
compressed data into part of encrypted data [31]. Zheng et al. applied a chaotic sequence to
encrypt the image and compressed the least significant bits of pixels using the Hamming
distance [33]. Instead of stream encryption, Qian et al. proposed an alternative algorithm
suitable for block encrypted images and improved the image security and quality [23].

However, all the previously mentioned RDHEI methods are specifically designed. To
apply those numerous RDH methods designed in the plain domain to the encrypted
domain, some new image encryption strategies, which can preserve the correlations of
the neighboring pixels, have been proposed. Huang et al. proposed a specific image
encryption method for data hiding in encrypted images, which includes image block
partition, stream encryption, and block permutation [6]. Yin et al. partitioned the cover
image into non-overlapping blocks and applied multi-granularity encryption to obtain an
encrypted image [28]. In this paper, we propose a new RDHEI framework based on
bitplane operations and adaptive embedding. Instead of considering each image pixel as
an integer, we transform each pixel into two components based on the bitplane parameter
and then adopt adaptive embedding in the proposed paper.
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In brief, there are two parts in the framework of the most existing RDHEI methods: image
encryption and reversible data hiding. Figure 1a gives the overview of the most existing RDHEI
methods. The mainstream RDH methods used in RDHEI methods include difference histogram
shifting (DHS) [8] and prediction-error histogram shifting (PEHS) [9]. The overview of the
proposed RDHEI method is shown in Fig. 1b. It can be seen that the overall connection between
this paper and the existingworks is the added Bbitplane operations^ process. However, the proposed
method is only applicable for some specific encryption methods, such as the method in [6] or [28].
The only requirement is that the correlation between the neighboring pixels in partial regions (such
as in a block) should bewell preserved after encryption. Experimental results show that the proposed
method can effectively improve the embedding capacity of these kinds of RDHEI frameworks,
although reduce the PSNR value.

The rest of this paper is organized as follows. In Section 2, the detailed procedures of the
proposed RDHEI scheme are described. Section 3 elaborates the experimental results and the
performance comparison. The conclusions of our work are given in Section 4.

2 The proposed framework

The proposed separable RDHEI framework is illustrated in Fig. 2 and includes three parties:
the content owner, the data hider and the receiver. First, the content owner encrypts the original
image I to produce an encrypted image E. Then, the data hider, without knowing the actual
contents of I, transforms E into two new images Eh and El, which respectively consist of the
high bitplanes and the low bitplanes. Additional dataM is evenly divided intoMh andMl. Data

Mh andMl are embedded into Eh and El respectively, and marked-encrypted sub images E*
h and

E*
l are obtained. After that, the marked-encrypted image E∗ is generated by bitplane combi-

nation and sent to the receiver. At the receiver side, there are three options for legal receivers.

In Case I, the receiver transforms E∗ into sub image E*
h and sub image E

*
l , extracts the data in

both sub images, and recovers the original image. In Case II, only the data is extracted. In Case
III, an approximate image I∗ is obtained by direct decryption. Note that separable RDHEI
means that the data extraction process can be separately carried out before image decryption.
From Case II in Fig. 2, the embedded data can be extracted without image decryption in our
scheme, and thus our proposed framework is Bseparable^. As is seen in Fig. 1b, the proposed
method can adopt different encryption methods and RDHmethods. To simplify the discussion,
we select the encryption method in [6] and the DHS method in the discussion below.

Image Encryption
Reversible Data

Hiding

Encryption methods

such as [31],[32]
RDH methods such

as DHS, PEHS

(a) The overview of most existing RDHEI methods 

Image Encryption Bitplane Operations
Reversible Data

Hiding

Encryption methods

such as [31],[32]
RDH methods such

as DHS, PEHS
The Proposed method

(b) The overview of the proposed RDHEI methods

Fig. 1 The overall contribution of this paper
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2.1 Image encryption

Here, we adopt Huang’s [6] image encryption algorithm. We assume the original image I is an
8-bit gray-scale image. The procedures of image encryption include the following steps.

Step 1: Divide the original image I into T non-overlapping blocks {B1, B2,…, BT}. The
blocks are with the size of m × n. Let I(i, j)(1 ≤ i ≤ T, 1 ≤ j ≤m × n) denotes one of the
pixels in block Bi, where i denotes the index of the block, and j denotes the index of
the pixel in block Bi.

Step 2: Generate an encryption key stream E. For each block Bi, run the stream cipher E
to generate a key stream Ri(1 ≤ i ≤ T) with a length of 8 bits. For each pixel I(i, j)
in the block Bi, perform the bitwise exclusive-or (XOR) operation between I(i, j)
and Ri as follows,

Image

Encryption

Content owner

Bitplane

Decomposition

Hide

Data hider

Bitplane

Combination

Extract
Image

Decryption

Bitplane

Combination

Receiver

Case

Extract

Bitplane

Decomposition

Bitplane

Decomposition

Case

Case

Hide

Image

Decryption

Fig. 2 Sketch of the proposed RDHEI scheme
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E i; jð Þ ¼ I i; jð Þ∧Ri ð1Þ

where E(i, j) represents the encrypted pixel and ∧ represents the bitwise XOR operation.

Step 3: Encrypt all blocks by repeating Step 2. Note that the pixels in the same block are
encrypted with the same key stream, and different key streams are used in different
blocks.

Step 4: Permute all the encrypted blocks with permutation key and the encrypted image E is
generated. In this step, only the order of the blocks is disrupted, and the order of the
pixels within each block is still preserved.

2.2 Data hiding in encrypted image

Let E(i, j)(1 ≤ i ≤ T, 1 ≤ j ≤m × n) be a pixel in the encrypted image E, where i denotes the block
index, and j denotes the pixel index in block Bi. Decompose E(i, j) into 8 bits using

E i; j; kð Þ ¼ E i; jð Þ=2k� �
mod 2; k ¼ 0; 1; 2;…7 ð2Þ

where ⌊⋅⌋ represents the floor function. Instead of considering E(i, j) of 8 bits as an integer
within the interval of [0,255], the data hider transforms E(i, j) into Eh(i, j) and El(i, j) as in Eq.
(3) and Eq. (4). How to select the value of e (1 ≤ e ≤ 7) will be discussed in Section 3.

Eh i; jð Þ ¼ ∑
e−1

k¼0
E i; j; k þ 8−eð Þ � 2k ð3Þ

El i; jð Þ ¼ ∑
7−e

k¼0
E i; j; kð Þ � 2k ð4Þ

After processing all pixels in image E by Eqs. (3) and (4), the data hider obtains the sub
images Eh and El, which consist of e high bitplanes and 8 − e low bitplanes, respectively. How
to conduct the bitplane operations is depicted in Fig. 3.

Next, the sub images are further divided into blocks of the same size as that in image
encryption phase. Note that, if e = 1, the data will only be embedded in El because the sub-
image Eh has only one bitplane, which is not suitable to embed data. If e = 7, the data will only
be embedded in Eh because the sub-image El has only one bitplane, which is not suitable to
embed data. Since the data hiding procedure in El is the same as that in Eh, how to embed
information into Ehwill be illustrated here for brevity. The data hiding procedure in sub images
Eh is as follows.

Step 1: Generate the difference histogram. The difference value in each block is computed as

Dh i; jð Þ ¼ Eh i; jð Þ−Eh i; 1ð Þ i∈ 1; T½ �; j∈ 1;m� n½ �; j≠1 ð5Þ

Then, the difference values in all blocks make up a difference vector D with a length of
(m × n − 1)T can be obtained. We use H to denote the difference histogram so that Hk
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represents the number of elements in the vector D that are equal to k. Note that Eh(i, j) ∈ [0, 2e

− 1], Dh(i, j) ∈ [1 − 2e, 2e − 1] and k ∈ [1 − 2e, 2e − 1]. Suppose Dh(i, j) consists of 2e + 1 − 1
different difference values. Thus, there are 2e + 1 − 1 bins in H, from which the two peak bins
(the highest two bins) are chosen. The left peak and right peak bins are represented by L and R
respectively. Note that HL and HR represent the number of pixels associated with the peak bins
L and R, respectively.

Step 2: Select peak bins for embedding. Similar to [6], to avoid the saturation (i.e., the
underflow or overflow), the underflow pixels (pixels with value 0) and the overflow
pixels (pixels with value 2e − 1) have to be preprocessed by modifying one gray-
scale unit, and noted respectively in a left location map FL for avoiding underflow
and a right location map FR for avoiding overflow. LL and LR denote respectively the
length of FL and the length of FR. To embed the data in Step 3, LL is set to the
number of pixels with value 0 or 1 in Eh(i, j), and LR is set to the number of pixels
with value 2e − 1 or 2e − 2 in Eh(i, j). Now, the embedding location can be deter-
mined as follows.

(1) If HL − LL > 0, the left peak bin L will be used for data embedding; otherwise, it will not.
(2) If HR − LR > 0, the right peak bin R will be used for data embedding; otherwise, it will

not.
Step 3: Embed data adaptively.

Bitplane 7
Bitplane 6
Bitplane 5
Bitplane 4
Bitplane 3
Bitplane 2
Bitplane 1
Bitplane 0

Slice into

Bitplane 7
Bitplane 6

Bitplane (8-e)

Bitplane (7-e)

Bitplane 0

Bitplane (6-e)

Bitplane 7
Bitplane 6
Bitplane 5
Bitplane 4
Bitplane 3
Bitplane 2
Bitplane 1
Bitplane 0

Slice into

Bitplane combination Bitplane combination

Data Hiding

hM lM

Data Hiding

hE lE

Fig. 3 Illustration of bitplane operations
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(1) When the left peak bin L is used for data embedding: visit all the pixels in Eh

sequentially and append a bit B0^ to FL when Eh(i, j) = 1. If Eh(i, j) = 0, append a
bit B1^ to FL and make Eh(i, j) from 0 to 1 simultaneously. The reversible data
hiding is conducted as follows.

E*
h i; jð Þ ¼

Eh i; jð Þ−1 if Dh i; jð Þ < L
Eh i; jð Þ−b if Dh i; jð Þ ¼ L
Eh i; jð Þ if Dh i; jð Þ > L

8<
: ð6Þ

where b ∈ {0, 1} represents a bit in the additional data Mh, which is to be embedded.

(2) When R is used for data embedding: visit all the pixels in Eh sequentially and append a
bit B0^ to FR when Eh(i, j) = 2

e − 2. If Eh(i, j) = 2e − 1, append a bit B1^ to FR and change
Eh(i, j) from 2e − 1 to 2e − 2 simultaneously. The reversible data hiding is conducted as
follows.

E*
h i; jð Þ ¼

Eh i; jð Þ if Dh i; jð Þ < R
Eh i; jð Þ þ b if Dh i; jð Þ ¼ R
Eh i; jð Þ þ 1 if Dh i; jð Þ > R

8<
: ð7Þ

By a similar method, the sub image El is converted to E*
l and the marked-encrypted sub

images E*
h and E*

l can be obtained. Finally, the marked-encrypted image E∗ is generated by
bitplane combination which is depicted in Fig. 2 and sent to the receiver.

2.3 Data extraction and image recovery

With the marked-encrypted image E∗, there are three cases where the receiver has the
following: (1) both the data hiding key and the encryption key; (2) only the data hiding key;

(3) only the encryption key. After receiving the marked-encrypted image E∗, the sub images E*
h

and E*
l can be generated. We only introduce the data extraction and image recovery procedure

in E*
h here for brevity.

Case I: both the data hiding key and the encryption key. The receiver first transforms E∗

into E*
h and E*

l , then extracts the additional data by

b ¼ 0 if E*
h i; jð Þ−E*

h i; 1ð Þ ¼ L or R
1 if E*

h i; jð Þ−E*
h i; 1ð Þ ¼ L−1 or Rþ 1

�
ð8Þ

The recovery operations are carried out by processing all the pixels in E*
h using

Eh i; jð Þ ¼
E*
h i; jð Þ þ 1 if E*

h i; jð Þ−E*
h i; 1ð Þ≤L−1

E*
h i; jð Þ if E*

h i; jð Þ−E*
h i; 1ð Þ ¼ L or R

E*
h i; jð Þ‐1 if E*

h i; jð Þ−E*
h i; 1ð Þ≥Rþ 1

8<
: ð9Þ

where Eh(i, j) represents the recovery pixel, and j ∈ [2,m × n], Eh i; 1ð Þ ¼ E*
h i; 1ð Þ. Next, the

preprocessing pixels are recovered via using the location maps FL and FR:
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Eh i; jð Þ ¼ 0 if E*
h i; jð Þ ¼ 1

2e−1 if E*
h i; jð Þ ¼ 2e−2

�
ð10Þ

Note that El can be recovered in a similar way and the original image I can be recovered
after bitplane combination and image decryption.

Case II: only the data hiding key. With the data hiding key, the receiver can extract the
data by applying Eqs. (8) and Eqs. (10), but the original image cannot be obtained.
Case III: only the encryption key. An approximate image I∗ is acquired by direct
decryption using decryption key. The receiver can roughly get the original image
information, but cannot obtain the embedded data.

2.4 Capacity analysis

According to Eqs. (5)–(7), there is a connection between the embedding capacity and the
difference value of adjacent pixels. The smaller the difference value Dh(i, j) in Eqs. (5), the
greater the value HL and HR, and the greater the embedding capacity. As is shown in Fig. 3,
instead of considering each image pixel as an integer, the proposed algorithm transforms the
original image into a sub-image with high bitplanes and a sub-image with low bitplanes,
respectively. In general, the difference value of the adjacent pixels in a sub-image with high
bitplanes is smaller than the one in original image. Due to the bitplane operations and adaptive
embedding, the proposed algorithm can better explore the correlation between neighbor pixels.
Higher correlation between neighbor pixels means a lower difference value of adjacent pixels
and higher embedding capacity. Thus, the proposed algorithm achieves a higher embedding
capacity.

3 Experimental results

In this section, we conduct several experiments to evaluate the proposed framework. Twelve
standard test images (all images are downloaded from the USC-SIPI database (http://sipi.usc.
edu/database)) with size 512 × 512 are shown in Fig. 4. Without loss of generality, we adopt a
3 × 3 mode as the block size and random bit stream as the additional data in all our
experiments. First, the changes of the classic image BLena^ in different phases
corresponding to Section 2 are shown in Fig. 5, in which (a) and (b) are the original image
and its encrypted version. Fig. 5c shows the marked encrypted images containing additional
data. With the marked image, the receiver owning the data hiding key can extract the
additional data. If the receiver has both the encryption key and the data hiding key, the
recovered image given in Fig. 5d can be perfectly obtained, which is the same as (a). If the
receiver only has the encryption key, he or she can obtain an approximate image. The directly
decrypted images with different parameters are exhibited in Fig. 5e–j. It is clear that the larger
the parameter value e is, the better image quality the approximate image is. This is because the
larger parameter means the more bitplanes in the sub-image with high bitplanes, which is
critical to the embedding capacity.

As stated in the previous section, the contribution of the proposed paper is adding a
Bbitplane operations^ process for existing methods, and improving the embedding
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performance of existing methods. To evaluate the proposed method, we choose algorithms in
[6, 28] as two typical examples. However, the methods in [6] or [28] can apply different RDH
methods, such as DHS and PEHS. Thus, we use the following four existing methods: [6] with

(a) Baboon (b) Barbara (c) Boat (d) Crowd

(e) F16 (f) House (g) Lena (h) Peppers

(i) Sailboat (j) Splash (k) Stream (l) Tank

Fig. 4 The test images

(a) Original (b) Encrypted (c) Marked (d) Recovered (e) e=2

(f) e=3 (g) e=4 (h) e=5 (i) e=6 (j) e=7

Fig. 5 The changes of BLena^ in different phases
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DHS, [6] with PEHS, [28] with DHS, and [28] with PEHS. Detailed performance comparisons
between before and after adding the proposed method for four existing methods are provided
in Tables 1, 2, 3 and 4. EC and PSNR respectively mean the embedding capacity and peak
signal-to-noise ratio, which are two criteria to evaluate RDHEI. BBefore^ represents the
existing method which without adding the proposed Bbitplane operations^ process, and
BAfter^ represents the existing method after adding the proposed Bbitplane operations^
process. One obvious conclusion is, after using the proposed Bbitplane operations^ process
under any e value, both algorithms achieve higher embedding capacity, while the PSNR value
between the directly decrypted image and the original image decrease. It is generally known
that in the RDHEI field, EC is relatively more important, and PSNR can be alleviated or even
neglected [6]. Therefore, the proposed method has great practical significance. Another
conclusion from Tables 1, 2, 3 and 4 is that, the parameter e has great influence over the
embedding performance. EC is first increased and then decreased along with the increase of
the value of parameter e. Due to the embedding process, both the sub-image with high
bitplanes and the sub-image with low bitplanes can be used to embed data when the value
of e is low, while only sub-images with high bitplanes can be used to embed data when the
value of e is high. In general, the maximum EC can be achieved when the value of e is 3 or 4.

To better demonstrate the advantage of the proposed method in high capacity, we compared the
maximumECbetween before and after using the proposedmethod according to Tables 1, 2, 3 and 4.

(a) [6] with DHS (b) [6]  with PEHS 

(a) [28] with DHS (b) [28] with PEHS 

Fig. 6 Comparison on maximum EC between before and after using the proposed method

Table 5 Average run time comparison (in embedding stage)

Method DHS PEHS

[6] Proposed [6] Proposed

Run time (s) 48.76 1.06 6.92 2.32 19.83

20930 Multimed Tools Appl (2018) 77:20917–20935



For each image and each algorithm, we choose the e value which corresponding to maximum EC
values. Figures 6 has shown the comparison results. Four sub-images correspond to the previous
tables. From Fig. 6, the maximum EC of both algorithms can be improved significantly after
introducing the proposed method. For example, for image BLena^, the embedding capacity of
algorithm in [6] with DHS method is equal approximately to 30,000 bits, while the maximum
embedding capacity of algorithm adding the proposedmethod rises tomore than 140,000 bits (when
e= 3). In some practical application that we are more concerned with EC rather than PSNR, we can
select the e value which corresponding to maximum EC values. Thus, the proposed method has
great practical significance.

The main factor that contributes to high capacity is bitplane operation, rather than the data
hiding method or encryption method. As described in Subsection 2.4, due to the bitplane
operations, the proposed algorithm can better explore the correlation between neighbor pixels
and achieve better embedding capacity. The experimental results have shown that the embed-
ding capacity can be increased significantly after introducing the proposed Bbitplane
operation^, no matter which data hiding method is used.

The comparison of average run time in embedding phase between the method in [6] and the
proposed time are shown in Table 5. The computation times mentioned in this table were
measured on an Intel CPU (i7-7500 U, 3.5 GHz), Windows 7 PC with 4.00 GB RAM. From
the table, the run times in [6] are approximately 1.06 and 2.32 s, when DHS and PEHS are
used respectively. Note that the PEHS method costs more time due to the prediction process.
When the Bbitplane operation^ is added, the times rise to 6.92 and 19.83 s. It is clear that the
better performance in embedding capacity in the proposed method engenders more computa-
tional complexity, because of the added bitplane operations and parameter optimization.
However, the impact of this is not serious in practical application.

4 Conclusion

In this paper, we propose a novel RDHEI method with high embedding capacity based on bitplane
operations and adaptive embedding. Instead of considering the image pixel of 8 bits as an integer
within the interval of [0,255], the data hider transforms the pixel into two components according to
the bitplane parameter. Our experimental results show that high embedding capacity can be achieved
using the bitplane-level operations and adaptive embedding, although the PSNR values between the
original image and the directly decrypted image are lower compared with the existing algorithms.
This is very useful for RDHEI, in which field PSNR is less important than embedding capacity.
Future work aims at increasing the PSNR values of directly decrypted images in our method on the
basis of keeping the embedding capacity as high as possible.
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