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Abstract Reversible data hiding in encrypted images (RDHE]I) is a technique that makes contri-
butions to cloud data management in privacy preservation and data security. A novel framework of
RDHEI with high embedding capacity based on bitplane operations and adaptive embedding is
proposed. Three parties constitute the proposed system: the content owner, the data hider and the
receiver. First, the content owner encrypts the original image for privacy protection. A data hider
partitions the encrypted image into two sub images by bitplane-level operations and embeds
additional data with an adaptive embedding strategy. With the encrypted image containing the
embedded data, the receiver can extract the embedded data without any error and losslessly recover
the original image according to specific requirements. The proposed framework can not only work
for many different specific image encryption methods but also accomplish hundreds of reversible
data hiding (RDH) algorithms directly in the encrypted domain. Extensive experiments demonstrate
that the proposed framework can significantly increase the embedding capacity of some existing
RDHEI frameworks, although it may reduce the PSNR value.

Keywords Reversibledatahiding - Encrypted image - Bitplane operations - Adaptive embedding

1 Introduction

Reversible data hiding (RDH) [7, 20, 25] is a multimedia security technique to embed
additional data (e.g., authentication information) into a carrier image, and recover the original
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image after data extraction. This emerging technique has been extensively studied and is
widely used in many fields such as image authentication [4, 27] and activity recognition [2,
15—-17, 19]. However, in many big data scenarios, the image is first encrypted before being
uploaded to the server for secure communication. Recently, reversible data hiding in encrypted
images (RDHEI) has attracted much attention and has many important applications in medical,
military and other fields [18, 21, 32]. For example, medical images of patients are usually
encrypted first to protect the privacy of patients and then uploaded to the hospital servers. On
the one hand, the server manager may hope to embed some additional information, such as
integrity authentication; on the other hand, the original medical images must be recovered
without error.

The classic RDH algorithms for bmp images include three major approaches: difference
expansion [26], histogram shifting [3] and lossless compression [14]. The lossless-
compression-based methods release some place by losslessly compressing the cover image
and generally have low embedding capacity. The difference-expansion-based methods usually
perform a higher embedding capacity, while keeping the image distortion low. Compared with
other methods, the histogram-shifting-based methods have the better capacity-distortion curve
and have been extensively investigated [10-12].

The classic RDH algorithms for un-encrypted images generally cannot be applied to
encrypted images directly. Zhang proposed the first RDHEI algorithm with a new pixel
flipping strategy in [29]. The method embedded additional data into an image that is encrypted
by stream cipher, and the original image can be recovered via the correlation of pixels. Some
improved versions of Zhang’s method were proposed in [1, 5, 13, 24, 34]. Since the embedded
data can only be extracted after image decryption, i.e., a receiver having data-hiding key but no
content owner key cannot extract the embedded information, the type of algorithms in [1, 5,
13, 24, 29, 34] are referred to as non-separable methods.

To overcome this problem, Zhang proposed a separable reversible data hiding scheme in
[30]. In this new scheme, the legal receiver can extract the additional data with the use of a data
hiding key directly without the image decryption. Qian et al. embedded a secret message into
an encrypted image using a histogram modification and n-nary data hiding scheme [22]. This
method improved the embedding capacity and image quality, but the leakage of image
histogram reduced the safety of the image. Zhang et al. compressed a part of encrypted data
in the cipher-text image using a Low Density Parity Check Code (LDPC) and inserted the
compressed data into part of encrypted data [31]. Zheng et al. applied a chaotic sequence to
encrypt the image and compressed the least significant bits of pixels using the Hamming
distance [33]. Instead of stream encryption, Qian et al. proposed an alternative algorithm
suitable for block encrypted images and improved the image security and quality [23].

However, all the previously mentioned RDHEI methods are specifically designed. To
apply those numerous RDH methods designed in the plain domain to the encrypted
domain, some new image encryption strategies, which can preserve the correlations of
the neighboring pixels, have been proposed. Huang et al. proposed a specific image
encryption method for data hiding in encrypted images, which includes image block
partition, stream encryption, and block permutation [6]. Yin et al. partitioned the cover
image into non-overlapping blocks and applied multi-granularity encryption to obtain an
encrypted image [28]. In this paper, we propose a new RDHEI framework based on
bitplane operations and adaptive embedding. Instead of considering each image pixel as
an integer, we transform each pixel into two components based on the bitplane parameter
and then adopt adaptive embedding in the proposed paper.
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In brief, there are two parts in the framework of the most existing RDHEI methods: image
encryption and reversible data hiding. Figure 1a gives the overview of the most existing RDHEI
methods. The mainstream RDH methods used in RDHEI methods include difference histogram
shifting (DHS) [8] and prediction-error histogram shifting (PEHS) [9]. The overview of the
proposed RDHEI method is shown in Fig. 1b. It can be seen that the overall connection between
this paper and the existing works is the added “bitplane operations” process. However, the proposed
method is only applicable for some specific encryption methods, such as the method in [6] or [28].
The only requirement is that the correlation between the neighboring pixels in partial regions (such
as in a block) should be well preserved after encryption. Experimental results show that the proposed
method can effectively improve the embedding capacity of these kinds of RDHEI frameworks,
although reduce the PSNR value.

The rest of this paper is organized as follows. In Section 2, the detailed procedures of the
proposed RDHEI scheme are described. Section 3 elaborates the experimental results and the
performance comparison. The conclusions of our work are given in Section 4.

2 The proposed framework

The proposed separable RDHEI framework is illustrated in Fig. 2 and includes three parties:
the content owner, the data hider and the receiver. First, the content owner encrypts the original
image / to produce an encrypted image E. Then, the data hider, without knowing the actual
contents of /, transforms £ into two new images £, and E;, which respectively consist of the
high bitplanes and the low bitplanes. Additional data M is evenly divided into M, and M,. Data
M,, and M, are embedded into ), and E, respectively, and marked-encrypted sub images E, and
E; are obtained. After that, the marked-encrypted image E* is generated by bitplane combi-
nation and sent to the receiver. At the receiver side, there are three options for legal receivers.
In Case I, the receiver transforms £* into sub image £, and sub image £, extracts the data in
both sub images, and recovers the original image. In Case II, only the data is extracted. In Case
I11, an approximate image I” is obtained by direct decryption. Note that separable RDHEI
means that the data extraction process can be separately carried out before image decryption.
From Case II in Fig. 2, the embedded data can be extracted without image decryption in our
scheme, and thus our proposed framework is “separable”. As is seen in Fig. 1b, the proposed
method can adopt different encryption methods and RDH methods. To simplify the discussion,
we select the encryption method in [6] and the DHS method in the discussion below.

Encryption methods RDH methods such
such as [31],[32] as DHS, PEHS
Image Encryption Reversible Data

e Enetyp Hiding

(a) The overview of most existing RDHEI methods

Encryption methods
such as [31],[32]

RDH methods such

The Proposed method
as DHS, PEHS

Reversible Data
Hiding

Image Encryption Bitplane Operations

(b) The overview of the proposed RDHEI methods

Fig. 1 The overall contribution of this paper
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Fig. 2 Sketch of the proposed RDHEI scheme

2.1 Image encryption

Here, we adopt Huang’s [6] image encryption algorithm. We assume the original image / is an
8-bit gray-scale image. The procedures of image encryption include the following steps.

Step 1: Divide the original image / into T non-overlapping blocks {B;,B,, ..., Br}. The
blocks are with the size of m x n. Let I(i, j)(1 <i < T, 1 <j<m x n) denotes one of the
pixels in block B;, where i denotes the index of the block, and j denotes the index of
the pixel in block B,.

Step 2:  Generate an encryption key stream E. For each block B;, run the stream cipher £
to generate a key stream Ry(1 <i<T) with a length of 8 bits. For each pixel (i, j)
in the block B;, perform the bitwise exclusive-or (XOR) operation between (i, j)
and R; as follows,
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where E(i, j) represents the encrypted pixel and A represents the bitwise XOR operation.

Step 3:  Encrypt all blocks by repeating Step 2. Note that the pixels in the same block are
encrypted with the same key stream, and different key streams are used in different
blocks.

Step 4:  Permute all the encrypted blocks with permutation key and the encrypted image E is
generated. In this step, only the order of the blocks is disrupted, and the order of the
pixels within each block is still preserved.

2.2 Data hiding in encrypted image

Let E(7,/)(1 <i<T, 1 <j<m x n) be a pixel in the encrypted image E, where i denotes the block
index, and j denotes the pixel index in block B;. Decompose E(7, /) into 8 bits using

E(i,j,k) = |E(i,j)/2"| mod 2, k=0,1,2,...7 (2)

where | - | represents the floor function. Instead of considering E(i, ) of 8 bits as an integer
within the interval of [0,255], the data hider transforms E(7, j) into E,(i,j) and E/(i,j) as in Eq.
(3) and Eq. (4). How to select the value of e (1 <e<7) will be discussed in Section 3.

el

Eiij) = Y. Eijk+8-¢) x 2t 3)
T—e A
El(iaj) = kzoE(iajvk) x 2% (4)

After processing all pixels in image E by Eqs. (3) and (4), the data hider obtains the sub
images £, and E;, which consist of e high bitplanes and 8 — e low bitplanes, respectively. How
to conduct the bitplane operations is depicted in Fig. 3.

Next, the sub images are further divided into blocks of the same size as that in image
encryption phase. Note that, if e= 1, the data will only be embedded in E; because the sub-
image E), has only one bitplane, which is not suitable to embed data. If e = 7, the data will only
be embedded in E), because the sub-image E; has only one bitplane, which is not suitable to
embed data. Since the data hiding procedure in E; is the same as that in £, how to embed
information into £, will be illustrated here for brevity. The data hiding procedure in sub images
Ej, is as follows.

Step 1:  Generate the difference histogram. The difference value in each block is computed as

Dy(i,j) = Ex(i, ))=Ex(i, 1) i€[l,T), je[l,m x n], j#1 (5)

Then, the difference values in all blocks make up a difference vector D with a length of
(m>xn—1)T can be obtained. We use H to denote the difference histogram so that Hj
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Fig. 3 Illustration of bitplane operations

represents the number of elements in the vector D that are equal to k. Note that £,(i, j) € [0, 2¢
—1], Dy(i,j)e[1—2%2°—1] and ke[1—2°2°—1]. Suppose D,(i,j) consists of 2°*'—1
different difference values. Thus, there are 2°* ! — 1 bins in H, from which the two peak bins
(the highest two bins) are chosen. The left peak and right peak bins are represented by L and R
respectively. Note that H; and Hj represent the number of pixels associated with the peak bins
L and R, respectively.

Step 2:  Select peak bins for embedding. Similar to [6], to avoid the saturation (i.e., the
underflow or overflow), the underflow pixels (pixels with value 0) and the overflow
pixels (pixels with value 2°— 1) have to be preprocessed by modifying one gray-
scale unit, and noted respectively in a left location map £, for avoiding underflow
and a right location map F, for avoiding overflow. L; and Lk denote respectively the
length of F; and the length of F. To embed the data in Step 3, L; is set to the
number of pixels with value 0 or 1 in Ej(i, ), and Ly is set to the number of pixels
with value 2°—1 or 2°—2 in Ej(i, /). Now, the embedding location can be deter-
mined as follows.

(1) IfH,—L;>0, the left peak bin L will be used for data embedding; otherwise, it will not.

(2) 1If Hp— Lg>0, the right peak bin R will be used for data embedding; otherwise, it will

not.

Step 3: Embed data adaptively.
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(1) When the left peak bin L is used for data embedding: visit all the pixels in E),
sequentially and append a bit “0” to F, when E,(i,j)=1. If E,(i,j)=0, append a
bit “1” to F; and make E,(i,j) from O to 1 simultaneously. The reversible data
hiding is conducted as follows.

. Ey(i,j)—1 if Dy(i,j) < L
Eh(lvj) = Eh(ivj)_b l'fD],(l',j) =L (6)
En(i,j) if Da(i,j) > L

where b € {0, 1} represents a bit in the additional data M, which is to be embedded.

(2) When R is used for data embedding: visit all the pixels in £, sequentially and append a
bit “0” to Fr when Ej(i,j) =2°—2. If E}(i,j) =2°— 1, append a bit “1” to F» and change
E;(i,)) from 2°—1 to 2°—2 simultaneously. The reversible data hiding is conducted as

follows.
Ey(i, J) if Dy(i,j) < R
E,(i,j) = { En(i,j) +b if Dy(i,j) =R (7)
En(i, j) +1 if Dy(i,j) > R

By a similar method, the sub image E; is converted to £, and the marked-encrypted sub
images £, and E; can be obtained. Finally, the marked-encrypted image E* is generated by
bitplane combination which is depicted in Fig. 2 and sent to the receiver.

2.3 Data extraction and image recovery

With the marked-encrypted image E”, there are three cases where the receiver has the
following: (1) both the data hiding key and the encryption key; (2) only the data hiding key;
(3) only the encryption key. After receiving the marked-encrypted image £, the sub images ),
and E, can be generated. We only introduce the data extraction and image recovery procedure
in £, here for brevity.

Case I: both the data hiding key and the encryption key. The receiver first transforms £”
into £, and £/, then extracts the additional data by

e {0 if Ey(i.))-

E,(i,1)=L or R
I if E(i,j)~Ey(i

.
Wi, 1) =L-1 or R+1 ®)

The recovery operations are carried out by processing all the pixels in ), using

Ey(i.)) +1 if E, (i, j)~E) (i, 1)< L1
Eh(ivj) = EQ(L]) leh£l7])_El1£la 1) =L or R (9)
E11(i7j)_1 lf Eh(i7j)7Eh(ia I)ER +1

where Ej(i, ) represents the recovery pixel, and j € [2,m x n], E;(i,1) = E, (i, 1). Next, the
preprocessing pixels are recovered via using the location maps F; and Fp:
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. o if Ey(i,j) =1
Eh(la]) = {2(3_1 if Ef(h]) =22 (10)

Note that £, can be recovered in a similar way and the original image / can be recovered
after bitplane combination and image decryption.

Case II: only the data hiding key. With the data hiding key, the receiver can extract the
data by applying Egs. (8) and Egs. (10), but the original image cannot be obtained.
Case III: only the encryption key. An approximate image I* is acquired by direct
decryption using decryption key. The receiver can roughly get the original image
information, but cannot obtain the embedded data.

2.4 Capacity analysis

According to Egs. (5)—(7), there is a connection between the embedding capacity and the
difference value of adjacent pixels. The smaller the difference value D,(i, ) in Egs. (5), the
greater the value H; and Hp, and the greater the embedding capacity. As is shown in Fig. 3,
instead of considering each image pixel as an integer, the proposed algorithm transforms the
original image into a sub-image with high bitplanes and a sub-image with low bitplanes,
respectively. In general, the difference value of the adjacent pixels in a sub-image with high
bitplanes is smaller than the one in original image. Due to the bitplane operations and adaptive
embedding, the proposed algorithm can better explore the correlation between neighbor pixels.
Higher correlation between neighbor pixels means a lower difference value of adjacent pixels
and higher embedding capacity. Thus, the proposed algorithm achieves a higher embedding
capacity.

3 Experimental results

In this section, we conduct several experiments to evaluate the proposed framework. Twelve
standard test images (all images are downloaded from the USC-SIPI database (http://sipi.usc.
edu/database)) with size 512 x 512 are shown in Fig. 4. Without loss of generality, we adopt a
3 x3 mode as the block size and random bit stream as the additional data in all our
experiments. First, the changes of the classic image “Lena” in different phases
corresponding to Section 2 are shown in Fig. 5, in which (a) and (b) are the original image
and its encrypted version. Fig. 5S¢ shows the marked encrypted images containing additional
data. With the marked image, the receiver owning the data hiding key can extract the
additional data. If the receiver has both the encryption key and the data hiding key, the
recovered image given in Fig. 5d can be perfectly obtained, which is the same as (a). If the
receiver only has the encryption key, he or she can obtain an approximate image. The directly
decrypted images with different parameters are exhibited in Fig. Se—j. It is clear that the larger
the parameter value e is, the better image quality the approximate image is. This is because the
larger parameter means the more bitplanes in the sub-image with high bitplanes, which is
critical to the embedding capacity.

As stated in the previous section, the contribution of the proposed paper is adding a
“bitplane operations” process for existing methods, and improving the embedding
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(i) Sailboat (j) Splash (k) Stream (1) Tank
Fig. 4 The test images

performance of existing methods. To evaluate the proposed method, we choose algorithms in
[6, 28] as two typical examples. However, the methods in [6] or [28] can apply different RDH
methods, such as DHS and PEHS. Thus, we use the following four existing methods: [6] with

S g : ;
() e=3 (g) e=4 (h) e=5
Fig. 5 The changes of “Lena” in different phases

@ Springer



Multimed Tools Appl (2018) 77:20917-20935

20926

orey 9ev6¢ 8S'LE 0v6'v9 243 Y6L°S6 0§°LT TLTTII £€8°CC 060° 171 LS8 96 v11 T0S°ST uel
8Ty 95L°0S PeLE YEYTTl 68'1¢ 189401 £€8'9C 8LL'801 £8°CC €TL1Tl 9681 001°601 708°C€ weang
85y 8589L 61°8¢ L90°ET1 10°¢€e 20S°0v1 ¥1'8C YIS SI 8L°CC 06SCLI 6581 €TL8ET 0SY'9¥ yserds
Sh'ey 905°8¢ SSLE €21°79 1cee 91T'LS L1°8¢C L80101 08°CC 9011 16781 650°C6 1ze1e jeoqqreg
wey €Cl'sy IL°LE 9€0°SL 8¥'CE 9€1°901 SI'8C 01€0T1 8'CC 79€°8C1 yS81 9%9°801 S0Tve sioddag
12394 68095 98’LE L8T'LS 19°ce 181°G11 L1'8C 002'8C1 6L'CC 0€S°0P1 9681 06€TI1 TL91E BUST
ey 197°€9 Y8'LE 979°68 y'ce 0L8°T01 L1'8¢C 192121 08°CC T€1°6€1 0581 6€9911 SoLTY 9SnoH
(4534 ¥80°CL S0'8¢ 201°201 9L'CE £STYC1 L1'8C €I1'6€El 6L°CC 908°LST SS81 018'¥CI v8Y v 91d
[494 €LOTL S0'8¢ S8€°T01 9L'CE Ly6vC1 91'8¢C SE6'8E1 08°CC €T8°LST 6781 L9Y9T1 £€9°TS pmory
ey 919°'¢€ SLe ¥90°6S 1¢ce 981°LS 0¢°LT 89€°101 6L'CC TLYSII 6v'81 1€€°86 £08°81 yeogq
Icey 06v°€y €9°LE 78€°89 voe 681°68 L1'8C v8¥°86 8'CC 965°€01 0581 9¢6°88 1€ eleqregq
W'y TSl LT'LE T0S°LT SOl gTeey ¥$°9C 069°€S 18°CC 79099 9681 96€°LY 989L uooqegq

AUNSd od ANSd od ANSd od ANSd od AUNSd od AINSd od od

L=2 9=2 ¢=2 =2 ¢=2 =2
oYy aloeg

(SHA ymm [9]) poyrowr pasodoxd oy Suisn Ioye pue 10J9q UOMIDQ UOSLIRAWOD 20URULIOJS] [ d[qeL

pringer

N



20927

Multimed Tools Appl (2018) 77:20917-20935

65Ty €TS°LE $6°9¢ v¥8°T9 8¢°1¢ Ivv'v6 96°9C LOT'ETI y1'ce 0€S°0P1 6S°L1 6LE ST 986°CC uel
LTy s 6L°9¢ I18L€€T 8CI¢ YET'S01 01'9¢ 667011 €1'ee Tr6°'6T1 19°L1 £88°811 €6T°CE weang
86'CY €€1°8L SLE 9SIy11 0Cce 68T 11 19°LT 910°6S1 L1'ee 166°6L1 8S°L1 Ly IST £6v'Sy yserds
1494 €T1°TE 98'9¢ LIEES wle 12€6L §€9C L9696 y1I'ece 869°€11 8S°L1 150°S6 iZA% jeoqqreg
LSTY 987°9¢ ¥6'9¢ 19L79 8¢°1¢ 6 ¥$°9C 170111 y1'ce 98SvC1 6S°L1 9%$601 £65°81 sioddag
YL'TY SE6°€S 8I'LE 6SL'Y8 (4 8% Y98°El1 6S°LT £8€°8T1 y1'ce 0Pl 09°LT €61°611 6€€°6C BUST
88'CY €91'89 9T'LE 819°C6 I8°1¢ 608°111 09°LT 661°€€1 €1'ee YET0S1 €9°LI sre‘6cl 1L9°0% 9SnoH
16°cy 180°1L 9¢'LE 86L°101 L6'1¢ L1T9T1 86°LT SETW1 S1'ce eIl 6S'L1 915°¢el EVL OV 91d
L6'TY 819°8L 9¢’LE 8IL°T01 06'1¢ 616°TC1 6S°LT 89¥°TS1 SI'ce 118°L91 Ll 119yl L1T°0S pmoId
14X94 091°C€ 88°9¢ S0T9S 6v'1¢ £8€°68 Sv'9C £88°C01 91'ce 9Z0C1 9¢'L1 ¥8I1°LOT 12¥'91 yeogq
Yo'ty 656TY 10°LE L0S*89 SSIE ¥8T16 6S°LT ¥9TT01 y1'ce TOLTTT 9¢°L1 10066 906°1¢C eleqregq
8ETY LEV'pI 65°9¢ 6€1°9C 10°1¢ 0Tr'Ty 8L°ST TL6'YS SI'ee 08€°89 09°LT 9IS 19%9 uooqegq
AUNSd od ANSd od ANSd od ANSd od AUNSd od AINSd od od
L=2 9=2 ¢=2 =2 ¢=2 =2
oYy aloeg

(SHAd ynm [9]) poypewr pasodoid ayp Suisn 1oye pue 210Joq udam)aq uostedwod douewIopdd ¢ dqel

pringer

Qs



Multimed Tools Appl (2018) 77:20917-20935

20928

€r'ey VTS SLE 085788 cree LT9°8€1 €L°9C 678181 6C'1¢C 66T°61T £€6'0C 18¥'LL Ly6Th Juel
8Ty TLITY LTLE 1€8°1L1 IL'T€ L9ELST [42°r4 €LL691 [4: 314 879191 0S°LT sTTost STY'19 weang
ey LSY'S6 61'8¢ 08STrl 16ce 16S°0L1 8S°LT 9T9'9LI 66'1C SILTTT 6v'91 99T°€TT 966°SS yserds
erey 0v0°'1S 0S°LE ¥9T°98 66'1¢ YOv*8C1 0L9C S08°SS1 S0°€C S8e'e0l 86781 S81°T6 €0LLT jeoqqreg
1Tey YOv'8S 0L’LE 9y 101 ov'ce ¥90°€y 1 60°LT 12€°L91 16'1¢C 65S°L91 P8l ¥0S'811 0S¥°0¢ sioddag
seey IV9°TL S8'LE €SLSTI 8¢€7CE SSLELST ¥8°9¢ 6€0°681 66'1C L6E6LT 96'81 165°S01 6TT6¢ BUST
ey vST8L 8L'LE 8SI°011 81°Ce SS6°TYl 08°9¢ 190°0L1 96'CC w91T1 8¢€°CC 0TE€S 8LI'TS 9sSnoH
14534 8€9°88 00'8¢ £00°8CI1 Ly'Ce LLO'Y9T 68°9C 165°T61 S0'sT 868°C6 L8'TT 695°6S vr0'vS 91d
LS'EY 87878 €6'LE SIT9T1 LETE 0LT'8Y1 £€8'9C vTITo!l L6'€C 0LS'LTT 66'CC 80848 £0T°8S pmory
80°¢y Y879y LY'LE £8€°€8 S0Ce YTT'LTl SL9T CIY'LST LL'1T ¥20°€91 ¥5°0¢ YEL'6S 6V YT yeogq
0Cer TOL'LS 8SLE 8€8°€6 00°Ce ¥r0°6C1 Ly'9T 6€S°6S1 8L'1¢C 198°v€1 w6l 7€6'99 01T 1€ eleqregq
98Ty €IS¥T LO'LE T6L9Y evle v€9°18 S6'ST 000°€T1 06°0C 6€1°LET SE8I YLEES 0LETT uooqegq

AUNSd od ANSd od ANSd od ANSd od AUNSd od AINSd od od

L=2 9=2 ¢=2 =2 ¢=2 =2
Yy aloeg

(SHA ymm [8z]) poyrewr pasodoid oy Suisn Jaye pue 210Jq UOMIdQ UOSLIRAWOD d0UBULIOJS] € d[qeL

pringer

N



20929

Multimed Tools Appl (2018) 77:20917-20935

SL'TY v8¥°'69 0T’LE SISIII I8°1¢ SEV'ILI £9¢ T60°TIT 8°0C 16£°65T LE9T 610v1T 12500%Y Juel
66'Ct S¥S06 66'9¢ TSL'691 8Y'1¢ rhr161 91'9¢ STeee 6v'1¢ vES9IT S9'81 L98'I¥1 SPS88 weang
9¢'ey 1L1°6T1 Y6'LE 806°6L1 96°Ce T6£0T yI'LT $98vCT Iv'1C 0€€°LLT L8'ST 800°6LT 66608 yserds
Ty $S0°9S 00°LE ¥8€°L6 SS'le 1Sv'6v1 0€9C 0r1°681 L8'1T 666°€S1 6S'L1 1LSYTL 6v0°0€ jeoqqreg
L9ty 6vC'19 SI'LE 160°601 98'1¢ ¥8T6S1 §69¢ 690°061 LEIT vEI'681 Iv'L1 Ly'Sy1 Yor1e sioddag
86'CY 1€5°€6 IS°LE (IS aqdl S0Ce L09°681 9'9C 615°0TC Sv'IC L0S"0TT €6'LI1 86€°LY1 €TLTS BUST
0cey 8TLYII wLe 06S°€S1 ¥0°CE 896881 09°9¢ S0€°sTT 8CT'1¢C £26°01C €6°C1 €6L°9YT LY8°LL 9sSnoH
wey 9€v911 ILLE 967191 81°C¢ 210°00T 96°9¢ YLL'6ET SI'IT €6T1LT €8Sl 85€°6ST LY8EL 914
LEEY 1€€YTI 6L°LE 9LY 191 e 99L°S61 19°9C L90°6¥T 1€1¢ L8TILT 08°S1 066°€9T TLL'LY pmoIy
oty 8L0°6S 60°LE 657501 EL1E L06°8S1 9T vrS161 LT1T ST0°L61 LYol ¥T8°€81 920°1€ yeogq
8Ty 19L°8L LTLE 069°TC1 69'1¢ T6v° 191 91'9¢ L0061 9¢'1¢C 95S°6L1 0691 ¥S6°'191 609°€Y eleqregq
ey 96¥°C¢ §99¢ Y9L'19 LO'1€ 88501 £9°6C €ITPSI ¥$°0C 959°0L1 LLLT LOV' 1L 0rr91 uooqegq

ANSd od AUNSd od ANSd od ANSd od ANSd od ANSd od od

L=2 9=2 ¢=2 =2 ¢=2 =2
YV alojeg

(SHAd ynm [8z]) poypewr pasodoid aypy Sursn 1oye pue 210Joq udom)2q uostedwod ouewIondd 4 dqe],

pringer

Qs



20930 Multimed Tools Appl (2018) 77:20917-20935

18 mBefore WAfter 18 EBefore WAfter

P

>
& & &5

14

il

EC (103 bit)

\. %@\‘o %\ o e & %"’\\
(a) [6] with DHS (b) [6] with PEHS
» mBefore mAfter 20 mBefore mAfter

[~}
S

EC (105 bit)
Z

EC (10 bit)

[

S
5

[
w

A il

P & %{§° & o & Q,é" & %@\" K oF

(a) [28] with DHS (b) [28] with PEHS

Fig. 6 Comparison on maximum EC between before and after using the proposed method

DHS, [6] with PEHS, [28] with DHS, and [28] with PEHS. Detailed performance comparisons
between before and after adding the proposed method for four existing methods are provided
in Tables 1, 2, 3 and 4. EC and PSNR respectively mean the embedding capacity and peak
signal-to-noise ratio, which are two criteria to evaluate RDHEI. “Before” represents the
existing method which without adding the proposed “bitplane operations” process, and
“After” represents the existing method after adding the proposed “bitplane operations”
process. One obvious conclusion is, after using the proposed “bitplane operations” process
under any e value, both algorithms achieve higher embedding capacity, while the PSNR value
between the directly decrypted image and the original image decrease. It is generally known
that in the RDHEI field, EC is relatively more important, and PSNR can be alleviated or even
neglected [6]. Therefore, the proposed method has great practical significance. Another
conclusion from Tables 1, 2, 3 and 4 is that, the parameter e has great influence over the
embedding performance. EC is first increased and then decreased along with the increase of
the value of parameter e. Due to the embedding process, both the sub-image with high
bitplanes and the sub-image with low bitplanes can be used to embed data when the value
of e is low, while only sub-images with high bitplanes can be used to embed data when the
value of e is high. In general, the maximum EC can be achieved when the value of e is 3 or 4.

To better demonstrate the advantage of the proposed method in high capacity, we compared the
maximum EC between before and after using the proposed method according to Tables 1, 2, 3 and 4.

Table 5 Average run time comparison (in embedding stage)

Method DHS PEHS
[6] Proposed [6] Proposed
Run time (s) 48.76 1.06 6.92 2.32 19.83
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For each image and each algorithm, we choose the e value which corresponding to maximum EC
values. Figures 6 has shown the comparison results. Four sub-images correspond to the previous
tables. From Fig. 6, the maximum EC of both algorithms can be improved significantly after
introducing the proposed method. For example, for image “Lena”, the embedding capacity of
algorithm in [6] with DHS method is equal approximately to 30,000 bits, while the maximum
embedding capacity of algorithm adding the proposed method rises to more than 140,000 bits (when
e =3). In some practical application that we are more concerned with EC rather than PSNR, we can
select the e value which corresponding to maximum EC values. Thus, the proposed method has
great practical significance.

The main factor that contributes to high capacity is bitplane operation, rather than the data
hiding method or encryption method. As described in Subsection 2.4, due to the bitplane
operations, the proposed algorithm can better explore the correlation between neighbor pixels
and achieve better embedding capacity. The experimental results have shown that the embed-
ding capacity can be increased significantly after introducing the proposed “bitplane
operation”, no matter which data hiding method is used.

The comparison of average run time in embedding phase between the method in [6] and the
proposed time are shown in Table 5. The computation times mentioned in this table were
measured on an Intel CPU (i7-7500 U, 3.5 GHz), Windows 7 PC with 4.00 GB RAM. From
the table, the run times in [6] are approximately 1.06 and 2.32 s, when DHS and PEHS are
used respectively. Note that the PEHS method costs more time due to the prediction process.
When the “bitplane operation” is added, the times rise to 6.92 and 19.83 s. It is clear that the
better performance in embedding capacity in the proposed method engenders more computa-
tional complexity, because of the added bitplane operations and parameter optimization.
However, the impact of this is not serious in practical application.

4 Conclusion

In this paper, we propose a novel RDHEI method with high embedding capacity based on bitplane
operations and adaptive embedding. Instead of considering the image pixel of 8 bits as an integer
within the interval of [0,255], the data hider transforms the pixel into two components according to
the bitplane parameter. Our experimental results show that high embedding capacity can be achieved
using the bitplane-level operations and adaptive embedding, although the PSNR values between the
original image and the directly decrypted image are lower compared with the existing algorithms.
This is very useful for RDHEI, in which field PSNR is less important than embedding capacity.
Future work aims at increasing the PSNR values of directly decrypted images in our method on the
basis of keeping the embedding capacity as high as possible.
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