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Abstract In this paper, we present an approach to efficiently hide sensitive data in vector
quantization (VQ) indices and reversibly extract sensitive data from encrypted code
stream. The approach uses two patterns to compress VQ indices. When an index is
equal to its upper neighbor’s index or left neighbor’s index, it is encoded by the
corresponding equivalent index; otherwise, it is encoded by a modified VQ codebook
mapping named as hierarchical state codebook mapping (HSCM). In the proposed
scheme, the hierarchical state codebook mapping (HSCM) is main coding pattern and
it is generated according to the side-match distortion method(SMD). By the above two
patterns, the size of original code stream is reduced, and more storage space can be used
to embed sensitive data. The experimental results indicated that the proposed scheme can
achieve a higher embedding capacity than the previous state-of-the-art VQ-index-based
data hiding methods.

Keywords Reversible data hiding . Vector-quantization (VQ) . Hierarchical state codebook
mapping (HSCM) . Side-match distortionmethod(SMD)

Multimed Tools Appl (2018) 77:20519–20533
https://doi.org/10.1007/s11042-017-5490-3

* Anhong Wang
wah_ty@163.com

* Chin-Chen Chang
alan3c@gmail.com

Binbin Xia
237531301@qq.com

1 College of Electronic Information and Engineering, Taiyuan University of Science and Technology,
Taiyuan 030024, China

2 Department of Information Engineering and Computer Science, Feng Chia University,
Taichung 40724, Taiwan

http://orcid.org/0000-0002-7319-5780
http://crossmark.crossref.org/dialog/?doi=10.1007/s11042-017-5490-3&domain=pdf
mailto:alan3c@gmail.com
mailto:alan3c@gmail.com


1 Introduction

Nowadays, digital images are used extensively as an important media because they contain
visual, direct, and abundant information. Based on this feather, data hiding techniques in
images are becoming more and more important in order to guarantee the security and
confidentiality of our digital information. Traditionally, DES [6] and RSA [15] have been
used to encrypt digital information. However, in recent decades, reversible data hiding
techniques have been studied extensively because they allow the original cover data to be
recovered without introducing distortion after the sensitive data are extracted, which is
essential in special applications, such as medical images and document files.

In general, data hiding techniques can be performed in spatial domain, frequency domain,
and compression domain. In spatial domain, the modification of pixel values, as is done by the
difference expansion method [17, 20], least significant bit modification [1], and histogram
modification techniques [13, 16],is used to embed the secret data. In frequency domain, the
frequency coefficients of the cover image are modified in order to embed the secret data. In
compression domain, first, the original image compressed by some compression algorithms,
such as vector quantization (VQ) [2] and side-match vector quantization (SMVQ) [5], and
then, the secret data are embedded into the indices that are generated. The compression-
domain data hiding schemes compress redundant information involved in digital images,
which creates more space for embedding secret information, giving them greater hiding
capability than the other two methods.

Vector quantization (VQ)is a well-known image compression technique, and it has been
used extensively in compression-domain data hiding schemes, especially those that are
reversible, because the VQ indices can be recovered lossless after the secret data have been
extracted. In 1999, Lin and Wang [10]proposed the first data hiding method based on VQ-
compressed images, in which, two neighboring codewords were considered as a pair for
embedding bits(B0^ or B1^). Chang et al. (2004) presented a reversible data hiding method for
VQ indices that used the search-order-coding (SOC) method [2]. The SOC method exploits
correlation of inter-block in compression domain, with the main idea being to replace the
current index with the previous index using a pre-defined indicator. However, the indicator bits
used in SOC take more storage space. In 2013, Pan et al. improved Chang et al.’s method [2] to
further reduce the bit rate [14] by avoiding the indicator. Chang et al. (2009) proposed a
reversible data hiding method based on the joint neighboring coding (JNC) scheme based on
VQ compressed images [3], and Wang and Lu proposed a new optional path method with the
JNC scheme to improve the embedding capacity [18]. In 2009, Chang et al. proposed a
reversible data hiding method for VQ indices based on the locally-adaptive coding scheme
(LAS) [4], and Yang and Lin (2010) improved Chang et al.’s scheme by replacing the
traditional way of processing VQ indices with fractal Hilbert curve [22]. In 2009, Yang and
Lin proposed a reversible data hiding method for VQ indices to sort a VQ codebook by using
the referred counts [21]. In 2011, Yang et al. proposed a reversible data hiding method for VQ
indices based on modified fast correlation vector quantization (MFCVQ) and the Huffman
code [23]. In 2013, Lee et al. presented a reversible data hiding method for VQ indices by
using the correlation of neighboring blocks to generate specific sub-codebooks for use in
encoding and hiding data simultaneously [9]. Wang et al. proposed a reversible data hiding
method for VQ indices by using the adjoining state-codebook mapping (ASCM) technique in
2013 [19]. In 2015, Lin et al. [11] improved Wang et al.’s method by combining the SOC
algorithm and ASCM to obtain higher embedding capacity.
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In this paper, we propose a reversible data hiding scheme by using so-called hierarchical
state codebook mapping (HSCM)to improve further the embedding capacity of VQ-index-
based data hiding. In our scheme, an input image is encoded by VQ to generate VQ index
table. The VQ index table is divided into two kinds of indices, i.e., seed indices and residual
indices. The seed indices located in the first row or first column still use indices generated from
VQ codebook; but the residual indices are further recoded by two patterns. If the current index
is equal to its neighboring upper index or left index, it is represented by the equivalent index;
otherwise, it is encoded by using a hierarchical state codebook mapping (HSCM). By the two
patterns, the size of residual indices is reduced so that more storage space can be used to
embed sensitive data. Experimental results show that our proposed scheme is better than recent
related work, Lin et al.’s scheme [11].

The remainder of this paper is organized as follows. Section 2 introduces the back ground
of proposed scheme, including VQ, SMD, and recent related work. Section 3 presents the
details of our proposed method. The experimental results of our proposed method are
presented in Section 4. Finally, our conclusions of this paper are presented in Section 5.

2 Background

Throughout this article, our work mainly focuses on the VQ-index-based reversible data
hiding, so we first review the standard concepts and results related with VQ in Sections 2.1.
In addition, HSCM of our proposed scheme is generated by side-match distortion
method(SMD). SMD is reviewed in Sections 2.2.Then recent related work, Lin et al.’s scheme
[11], will briefly be introduced in Section 2.3.

2.1 Vector quantization (VQ)

VQ [7] can be defined as a mapping from k-dimensional Euclidean space Rk to a limited subset
of space C, where C = {ci| ci ∈ Rk; i = 1, 2, …, n} is a VQ codebook consisting of
ncodewordsand trained from the training images by using optimization algorithm, such as
the Linde-Buzo-Gray (LBG) algorithm [12].

A complete VQ system has two parts, i.e., an encoder and a decoder, as shown in
Fig. 1. At the encoding end, an input image is divided into non-overlapping blocks and
the block size is a × b. That means each block contains k (k = a × b) pixels and can be
regarded as a k-dimensional vector X. Then, in VQ encoder, each vector X looks for its
closest codeword cj(j = 1, 2,…, n) in the VQ codebook C by using a Euclidean distance
rule. Then, the chosen index j of cj is to encode the current block. Mathematically, this
process can be expressed as:

c j ¼ argmin X−cik k2; i ¼ 1; 2;…; n: ð1Þ

At the decoding end, the decoder recovers each image block according to the received
index by look up the codebook. In general, the size of a block in VQ is usually 4 × 4
pixels, and the resulting bit rate of the compressed monochrome images is in the range of
0.4–0.6 bit/pixel according to the size of VQ codebook, corresponding to 128, 256 or
512 codewords.
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2.2 Side-match distortion method

Side-match distortion (SMD) method was proposed by Kim in 1992 [8] for VQ-compressed
images. Because of the correlation between neighboring blocks in images, boundary pixels of
current block can be predicted by decoded neighboring blocks. Figure 2 shows the process of
SMDwith image blocks size a × b, whereIndexUandIndexLare respectivelyupper and left index
of IndexX. BlockU and BlockL are decoded by VQ decoder. According to the correlation
between neighboring blocks in images, the side-match information of BlockX is denoted by

SM ¼ x11 ¼ l1bþua1
2 ; x1b b>1ð Þ ¼ uab; xa1 a>1ð Þ ¼ lab

� �
.

The SMDmethod is used to sort VQ codebook for constructing a state codebook according
to the side-match information. The index of this state codebook is actually the code sent by
encoder for an image block. Since the length of state codebook is shorter than that of VQ
codebook, the size of output index is reduced. Because this side-match information can be
obtained by the decoded blocks, it can be obtained at both encoder and decoder without
sending extra overhead bits.
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Fig. 1 The VQ encoding and decoding processes

Fig. 2 The process of the side-match distortion method
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2.3 Recent related work

In 2015, Lin et al. proposed a reversible data hiding scheme for VQ-compressed
images, in which, the size of the VQ index is reduced by selectively using search-
order coding (SOC) and state-codebook mapping (SCM) to recode the VQ indices [11].
As a result, more space is freed from the VQ index, and it can be used to improve the
hiding capacity for secret data. If one index can be compressed using SOC, the length
of the compression code for this index is (1 +m) bits, where one bit represents the
indicator, and m bits represent the length of a search-order code. If one index is
compressed by SCM, the length of the compression code would be shortened to (2 +
m + log2Ns) bits, where two bits represent the indicator, m bits represent the search
point(SP) of SOC, and log2Ns bits represent the corresponding index in the state
codebook.

The specific steps of Lin et al.’s scheme areas follows.

Input: VQ index table, secret data, VQ codebook, pre-defined value of Ns (length of the
state codebook), pre-defined value of w(length of the output index per block), and pre-
defined value of m(length of search-order code)
Output: Stego-code stream

Step 1: Input a VQ index for a block as the in-process index scanned by the raster
scanning order.
Step 2: Find a search point (SP)that has the same VQ index as the in-process index by the
pre-defined search path in the index table; this SP is called a ‘matched SP’.
Step 3: If a matched SP is found, SOC is performed to encode the in-process index with
the 1-bitindicator B0^ followed by them-bit search-order code; then, (w-m-1) secret bits
can be embedded.
Step 4: If a matched SP is not found, the in-process index cannot be encoded with any of
the 2m search-order codes, and the following SCM must be performed:

Step 4.1: Use each SP on the search path to generate a corresponding state codebook. In
this state codebook, the Ns codewords closest to the current SP are selected from VQ
codebook.
Step 4.2: Search all state codebooks generated in Step 4.1 to find a VQ index with the
same value as the in-process index.
Step 4.3: If the in-process index is found in the state codebook of the corresponding SP,
then it is encoded with the indicator B10,^ which is followed by m-bit search-order
code,log2Ns-bitpositionindicatorfor the corresponding state-codebook, and (w-m-log2Ns-
2) secret bits. Otherwise, the in-process index is preserved, and the indicator B11^ is
added in front of it.
Step 5: Go to Step 1 and encode the next VQ index until all indices have been processed.

In Lin et al. proposed scheme, the search-order code length (SOL) (m) and the state codebook
length (SCL) (Ns) are two crucial and alterable parameters. Thus, an appropriate combination ofm
and Ns should be considered such that the indices can be greatly compressed and a lower bit rate
can be achieved. In the experimental results, for most of the test images, the optimal SOL-SCL
pair can be set as (2,8) when the VQ codebook consists of 256 codewords.
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3 The proposed scheme

It is evident that there are high correlations between neighboring indices in VQ index table.
Based on this method, our goal is to compress the VQ indices further and consequently leave
more storage space for data hiding. Figure 3 shows the complete flowchart of our scheme,
where seed indices and residual indices are distinguished by red line in VQ index table.

In the proposed scheme, an input image is encoded by VQ to generate VQ index table. The
indices of VQ index table are divided into seed indices and residual indices. The seed indices
still use its indices from VQ codebook. However, for each residual index, its index is recoded
by corresponding neighboring indices or created HSCM. The process of constructing HSCM
is described in Section 3.1. The details of encoding and embedding procedures, and decoding
and extracting procedures are presented in Sections 3.2 and 3.3, respectively.

3.1 Constructing hierarchical state codebook mapping (HSCM)

In the proposed scheme, the hierarchical state codebook mapping (HSCM) is main pattern to
compress residual indices. Figure 4 shows the process of constructing HSCM, in which ED
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denotes the Euclidean distance, the size of recovered block is a × b, and n is the size of the VQ
codebook. First, the side-match information is extracted according to the model of Fig. 2.
Next, the Euclidean distances between the side-match information and each codeword of the
VQ codebook are calculated. Then, VQ codebook is stored to form a state codebook in
ascending order of Euclidean distance. Finally, the state codebook is layered into three floors to
get a hierarchical state codebook.

3.2 Index-encoding and data-embedding phase

In index-encoding and data-embedding phase, seed indices are not changed, while the residual
indices are compressed further by using the neighboring upper or left index or HSCM so that
more storage space is freed for embedding data. Figure 5 shows the flowchart of index-
encoding and data-embedding, and Table 1 shows the encoding rules corresponding to Fig. 5.
The detailed index-encoding and data-embedding steps are provided below according to the
flowchart and encoding rules.

Input: VQ index table, secret data, pre-defined value of n(the size of VQ codebook), pre-
defined value of log2n (the size of original index), and pre-defined value of m(the size of
index in the hierarchical state codebook)
Output: Stego code stream CS

Step 1: Input an index X processed in the raster scanning order from the VQ index table.
VX denotes the real value of index X, and VU and VL denote the real values of neighboring

Input index X

VX=VU

Rule 1

VX=VL

Rule 2Rule 3

Embed data

YES

NO

YES

NO

Output stego-codes

Residual index Seed index

Fig. 5 The flowchart of the index
encoding and data embedding
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upper index U and left index L, respectively. If the input index X is seed index, it is
represented by 8-bit index value; otherwise, the input index X is residual index and go to
Step 2.
Step 2: If VX is equal to VU, the index X is encoded by B00^ as indicator, and (log2n-2)
secret bits can be embedded. If VX is not equal to VU, but it is equal to VL, the index X is
encoded by B01^ as indicator, and (log2n-2) secret bits can be embedded. Otherwise, the
following HSCM is used to encode the index X.
Step 3: HSCM.

Step 3.1: For each residual index, the hierarchical state codebook is constructed according
to Fig. 4 by using side-match information extracted from the neighboring upper index and
left index.
Step 3.2: Find the location of index value VX in hierarchical state codebook.
Step 3.3: If VX is located on Floor 1, the indicator bits are B10^, the current index X is
encoded by the corresponding m-bits index on Floor1 of the hierarchical state
codebook, and (log2n-2-m) secret bits can be embedded. If the index value X is
located on Floor 2, the indicator bits are B110^, the index X is encoded by the
corresponding m-bits index, and (log2n-3-m) secret bits can be embedded. If the
index value X is located on Floor 3, the index X is not changed, the indicator bits
are B111^, and no secret bit is embedded.
Step 4: Repeat Steps1 through 3 until all the residual indices are processed.
Step 5: All seed indices and all processed residual indices are merged to the output
watermarked code stream CS.

3.3 Index-decoding and data-extracting phase

In index-decoding and data-extracting phase, the watermarked code stream is sent to the
receiver. The receiver can extract the secret data and recover the original VQ index table by
using the following algorithm.

Input: Watermarked code stream CS
Output: Original VQ index table, secret data

Step 1: Construct an empty VQ index table. Recover seed indices from CS according to a
certain position located in the leftmost and topmost of empty VQ index table.

Table 1 The encoding rules corresponding to Fig. 5

Rules Conditions Encoding bits

Rule 1 VX = VU 00
Rule 2 VX ≠ VUand VX = VL 01
Rule 3 VX ≠ VU and VX ≠ VL Floor 1 10 +m-bitindex in hierarchical state codebook

Floor 2 110 +m-bit index in hierarchical state codebook
Floor 3 111 + log2n-bit original index
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Step 2: Recover residual indices from CS according to their position in VQ index table.
Read two bits from the remaining CS:

Step 2.1: If the two bits are B00^, the current index value VX is equal to the neighboring
upper index value VU. So, the upper index value U is used to recover the current index X,
and the following (log2n-2)secret bits can be extracted.
Step 2.2: If the two bits are B01^, the current index value VX is equal to the neighboring
left index value VL. So, the left index value L is used to recover the current index X, and
the following (log2n-2) secret bits can be extracted.
Step 2.3: If the two bits are B10^, the current original index X is located on Floor1 of the
hierarchical state codebook. Construct the hierarchical state codebook and read the nextm
bits from the remaining CS. The corresponding position’ value of the m-bits index on
Floor1 is the original index value VX, and the following (log2n-2-m) secret bits can be
extracted.

(a) Lena (b) F16 (c) Peppers

(d) Girl (e) Boat (f) Baboon

Fig. 6 Six tested standard gray images

Table 2 The bit rate without any secret bit when the size of VQ codebook is 256 and SOL-SCL pair is (2, 8) in
Lin et al.’s scheme

Method Image

Lena F16 Peppers Girl Boat Baboon

Proposed 0.2852 0.3119 0.2707 0.3089 0.2974 0.4479
Lin et al.’s 0.3165 0.3253 0.3284 0.3662 0.3883 0.4675
Traditional VQ 0.5000 0.5000 0.5000 0.5000 0.5000 0.5000

Multimed Tools Appl (2018) 77:20519–20533 20527



Step 2.4: If the two bits are B11^, construct the hierarchical state codebook and read the
next one bit from the remaining CS; if the next one bit is B0^, the current original index X
is located on Floor2 of the hierarchical state codebook. Read the nextm bits to recover the
original index X(same as Step 2.3) and the following (log2n-3-m) secret bits can be
extracted; if the next one bit is B1^, the original index X is not changed. Read the next
log2n bits to recover index X.
Step 3: Repeat Step 2 until all residual indices have been recovered and all secret bits have
been extracted.
Step 4: The original VQ index table is recovered and secret data is extracted.

4 Experimental results

In this section, we present the results of the experiments that were conducted to demonstrate
the effectiveness and feasibility of our scheme. Figure 6 shows the six 512 × 512 grayscale
images that were used as the test images, i.e., ‘Lena’, ‘F16’, ‘Peppers’, ‘Girl’, ‘Boat’, and
‘Baboon’. The simulation environment was equipped with a 2.66 GHz Intel (R) Core (TM) 2
Quad CPU computer with 4 GB RAM and the MATLAB platform. In order to facilitate
compression with recent related work, the common processing parameters are set up. Each
image was segmented into non-overlapping blocks sized 4 × 4 and encoded by the VQ
algorithm. The codebook used in our experiments is with the size of 256 and trained by the
well-known Linde-Buzo-Gray (LBG) algorithm [8]. The secret stream was generated random-
ly in advance by a random number generator. Taking into account the correlation between
image blocks, mapping to the index table, there is also correlation between adjacent indexes,
so most of the index is located in the first two layers of hierarchical state codebook. Therefore,
the hierarchical state codebook is set up to three floors.

Herein, two criteria were used to evaluate the compression efficiency and embedding
efficiency of the proposed scheme, i.e., the bit rate and the embedding rate, which are defined
as follows.

Bit rate ¼ Size of code streamð Þ
Size of original imageð Þ ; ð2Þ

Embedding rate ¼ Size of embedded secret datað Þ
Size of code streamð Þ � 100%: ð3Þ

Table 2 compares the performance of bit rate without any secret bit. In traditional VQ
compression that consists of 256 codewords (i.e., the size of the codebook is 256), each index
contains 8 bits in the index table for a 4 × 4 image block, so the bit rate of VQ compression is 0.5
bpp. In our scheme, we counted the number of different indices used, as shown in
Table 3.Compared with Lin et al.’s scheme, the state codebook generated in the proposed scheme
was particularly layered in order to reduce the length of output code. For most of the residual
indices, because of the strong correlations of neighboring indices in VQ index table, they were
encoded by a2-bit code or the corresponding indices on Floor1 or Floor2 of the hierarchical state
codebook. While only a few residual indices could be found on Floor3 of the hierarchical state
codebook. Therefore, the proposed scheme provided a lower bit rate than Lin et al.’s scheme.
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Table 4 lists the bit rates of test images generated by using the proposed scheme and
the scheme in [10] for different embedding capacities. Note that the bit rate increased as
the embedding capacity increased, because larger numbers of embedded secret bits
results in adaptively increasing the length of the output encoding block. The comparative
results show that our proposed method is better than the scheme in [10] in bit rate when
embedded in the same capacity. Table 5 compares the embedding rates of the test images.
It is obvious that the proposed scheme provides a much higher embedding rate than the
scheme in [10]. Especially for the image ‘Boat’, with a payload of 20,000, the embed-
ding rate was as high as 20.4%, which was more than 16.4% better than the embedding
rate provided by [10]. This benefit is directly related to the fact that our scheme achieves
a higher compression of VQ indices.

In order to demonstrate the performance of proposed scheme further, we compared our
proposed scheme with other reversible data hiding schemes [3, 19, 22, and]. Table 6 lists
the embedding performances off our reversible data hiding schemes. Compared with
Chang et al.’s scheme [3], our proposed scheme achieves a higher capacity, a lower bit
rate, and a higher embedding rate. Compared with Yang et al.’s scheme [22] and Wang
et al.’s scheme [19], our proposed scheme also achieves a lower bit rate and a higher
embedding rate when embedded in the same capacity. As a result, our proposed scheme has
a higher capacity, a lower bit rate, and a higher embedding rate among the four reversible
data hiding schemes.

Table 4 The bit rates of the proposed scheme and the scheme in [10] under different embedding capacity

Capacity Method Image

Lena F16 Peppers Girl Boat Baboon

5000 Proposed 0.3043 0.3310 0.2898 0.3279 0.3165 0.4670
Lin et al.’s 0.3356 0.3444 0.3475 0.3853 0.4073 0.4866

10,000 Proposed 0.3233 0.3500 0.3088 0.3470 0.3355 0.4860
Lin et al.’s 0.3547 0.3634 0.3665 0.4044 0.4265 0.5056

20,000 Proposed 0.3615 0.3882 0.3661 0.3852 0.3737 0.5242
Lin et al.’s 0.3928 0.4016 0.4047 0.4425 0.4646 0.5438

40,000 Proposed 0.4378 0.4645 0.4233 0.4615 0.4500 0.6005
Lin et al.’s 0.4691 0.4779 0.4810 0.5188 0.5409 0.6201

Table 3 The number of compression indices using two neighboring indices and HSCM

Image Different compression index

VX = VU (00) VX = VL (01) HSCM

Floor 1 Floor 2 Floor 3

Lena 5840 1492 5855 1364 1938
F16 2480 2769 7127 1539 2214
Peppers 5025 2172 6269 1222 1441
Girl 4794 2006 4422 2150 2757
Boat 5086 2601 4194 1428 2820
Baboon 1400 924 4852 2403 6550
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The experimental results discussed above indicate that proposed scheme based on HSCM is
more feasible and more effective with respect to compression ability and high payload.

5 Conclusions

In this paper, we proposed a reversible data hiding scheme for VQ indices using hierarchical
state codebook mapping. In our scheme, if one of the neighboring upper index or left index
values is not equal to the current index value, the hierarchical state codebook mapping is used
to recode the current index. Based on our scheme, the data are embedded into the space freed
from VQ index. The experimental results indicated that the size of output code stream was
greatly reduced after VQ indices were recoded, so data embedding capacity remained high.
Comparing the performance of our scheme with that of some previously proposed schemes,
we conclude that our scheme achieves the best compression rate and embedding rate.

Table 6 the embedding performance comparisons of four data hiding schemes

Image Performance Method

Chang et al.’s scheme

[3]

Yang et al.’s scheme

[22]

Wang et al.’s scheme

[19]

Proposed
scheme

Lena Capacity 16,129 16,156 16,156 16,156
Bit rate 0.5152 0.4310 0.3934 0.3468
Embedding

rate
11.95% 14.32% 15.66% 17.77%

F16 Capacity 16,129 16,161 16,161 16,161
Bit rate 0.5063 0.4009 0.4175 0.3735
Embedding

rate
12.19% 15.04% 14.76% 16.50%

Peppers Capacity 16,129 16,147 16,147 16,147
Bit rate 0.5055 0.4396 0.4292 0.3323
Embedding

rate
12.15% 13.89% 14.36% 18.54%

Baboon Capacity 16,129 16,141 16,141 16,141
Bit rate 0.5940 0.6312 0.5262 0.5095
Embedding

rate
10.36% 9.75% 11.71% 12.10%

Table 5 The embedding rates of the proposed scheme and the scheme in [10] under different embedding
capacity

Capacity Method Image

Lena F16 Peppers Girl Boat Baboon

5000 Proposed 6.3% 5.8% 6.6% 5.8% 6.0% 4.1%
Lin et al.’s 5.7% 5.5% 5.5% 5.0% 4.7% 3.9%

10,000 Proposed 11.8% 10.9% 12.4% 11.0% 11.4% 7.9%
Lin et al.’s 10.8% 10.5% 10.4% 9.4% 9.0% 7.5%

20,000 Proposed 21.1% 19.7% 22.0% 19.8% 20.4% 14.6%
Lin et al.’s 19.4% 19.0% 18.9% 17.2% 16.4% 14.0%

40,000 Proposed 34.9% 32.9% 36.1% 33.1% 33.9% 25.4%
Lin et al.’s 32.5% 31.9% 31.7% 29.4% 28.2% 24.6%
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