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Abstract In self-similarity digital image features, nonlocal means (NLM) exploits the major
aspects when it comes to noise removal methods. Despite the high performance characteristics
that NLM has proven, computational complexity yet to be highly achieved especially in case
of complicated texture patches. In this regard, this study uses the clustered batches of noisy
images and hidden Markov models (HMMs) in order to achieve noiseless images where the
dependency between additive noise model pixels and its neighbors on stationary wavelet
transform is found using HMMs. This paper is helpful and significant in order to develop a
speedy and efficient plant recognition system computer-based to identify the plant species. The
pivotal significant of the use of NLM and HMMs in this study is to ensure the statistical
properties of the wavelet transform such as multiscale dependency among the wavelet
coefficients, local correlation in neighbourhood coefficients. Practically, the experimental
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results present that the proposed algorithm has depicts high visual quality images in the
experiments that are conducted in this study, apart from the objective analysis of the proposed
algorithm, the execution time and its complexity show a competitive performance with state of
the art noise removal methods in low and high noise levels.

Keywords Additive noise . Non-local means . HiddenMarkovmodel . Spatial filter . Image
denoising .Multiscale clustering

1 Introduction

Several noise removal techniques work in either spatial domain or frequency domain [25].
Spatial denoising methods have the advantages of simple algorithm structure and high image
quality in low noise levels. However, their performances decayed in sever noise models and
complex textures of tested images especially the digital images with repeated patterns [7].
From theoretical point of view, most of transform domain methods does not show an adequate
results particularly in real-time applications due to the loopholes in hardware limitation and
manufacturing issues.

In this regard, NLM filters [2] utilizes the original characteristics which are mostly appear
in the repeated textures of the digital images and then shows an output images which have very
clear details both in its presence and visual quality. The pivotal difference between NLM and
the bilateral and spatial domain filters is that NLM exploits merits of statistical structures that
represented by mean and local correlation in the contaminated patches, instead of using only a
few samples in specific area of the noisy images like what local filters do [26]. In addition,
recent studies highlighted on the way of increasing speed of NLM technique in terms of its
calculation processes such as matching and searching procedures due to the long consuming
time that NLM is taken. As a result, many techniques are developed to eliminate the different
patches before weighted averaging process carries out. In recent study by [13], the visual
quality of a natural digital image deteriorates by the noise model of impulse type during the
record or transmission situation. Their experimental results concluded that the proposed
technique can efficiently remove salt-and-pepper noise from noisy images for several noise
levels and the denoised image is freed from the blurred and Gibbs phenomenon. Another study
by [17] combined adaptive vector median filter (VMF) and weighted mean filter in order to
remove high-density impulse noise from colored digital images. They found that their method
outperformed (~1.5 to 6.2 dB improvement) some of the recent techniques not only at low
noise levels but at high-density impulse noise as well. On the same regard, Chen and Qian in
[3] have reached to an algorithm that suppressed the noise from hyperspectral digital images
where they utilized stationary wavelet approach principle component analysis to reduce the
dimensionalities. Despite the high quality noise removal results, execution time of this method
was the real burden. Support vector machine (SVM) was exploited in study that represented by
[5]. An empirical model has been created in order to remove the noise from hyperspectral
images. Yet to get rid of the cost in the time execution which is their technique showed. In
order to improve the boundary discriminative noise detection, filter that proposed in [6] was
used and uncorrupted pixels are calculated within the processing window in order to scan the
while entire noisy image. A novel adaptive iterative fuzzy filter for denoising images corrupted
by impulse noise was proposed by [1]. They used two stages-detection approach for noisy
pixels with an adaptive fuzzy detector and then applied denoising processes using a weighted
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mean filter. Experimental results demonstrated high image quality compared to best stan-
dard image denoising techniques where it showed robustness performance even in high
noise levels. A switching median filter is proposed to be applied on a fuzzy-set framework.
Schulte et al. in [16] proposed two-stage nonlinear noise removal method worked accord-
ing to fuzzy logic procedure. Whereas multiclass SVM based adaptive filter (MSVMAF)
has been introduced for removal of multiplicative noise from RGB images. Furthermore,
PCA shows its high performance when it comes to the reduction dimensionality issues. On
the other hand, over-complete approach which utilizes shift spinning technique was used in
this study in order to enhance the denoised image quality especially in high noise levels and
sharp edges in the image textures and other delicate parts [9, 10] where in [10] there was no
any NLM filters or any classification approaches to classify the corrupted pixels from the
noise free ones.

In study that was proposed by Li et al. in [12], an image block-based noise detection
rectification method was introduced in order to estimate the contaminated density of a
tested image. The experimental results have depicted that their technique could dramati-
cally improve the denoising and blur effects. Moreover, another study proposed by in [11] it
utilized the local statistics for additive white Gaussian noise in order to estimate additive
Guassian noise. In their study, the approach included selecting low-rank sub-image with
removing high-frequency components from the contaminated image. The results were
efficiently outperformed state of the art noise estimation methods in a wide range of visual
contents and noise conditions. In MRI image type, Nayak et al. presented an automatic
classification system for segregating pathological brain from normal brains in magnetic
resonance imaging scanning [15]. In the same regard, Zhang et al. utilized SWT in order to
extract the features instead of DWT, their experimental results on a normal brain MRI
demonstrate that wavelet coefficients via SWT is superior compared to the traditional
wavelet transformation DWT [27].

In the current study, an algorithm based on the NLM procedure and utilize the coefficient
correlation in different levels is proposed. In addition, to minimize the interference of the
AWGN in the preclassification step, stationary wavelet semi-soft thresholding approach is
firstly utilized in classification of the contaminated patches. Afterward, the HMM filter is
adopted to capture the dependencies among the coefficients in the transform domain, as well as
smooth the image and reduce the noise prior to thresholding. The experimental results show
that this method outperforms several up-to-date denoising methods in terms of both peak
signal-to-noise ratio (PSNR) and image appearance. The paper contains number of contribu-
tions. Firstly, it presents an HMM-based invariant similarity quantity to catch the dependency
of contaminated coefficients with AWGN and increase the number of candidates for nonlocal
mean filtering. The other contribution is that the suggested algorithm shows a high perfor-
mance in comparison with ordinary NLM and up-to-date denoising methods at several noise
levels.

2 Related work

In terms of the original NLM method and its updated filters, the main idea of NLM is
according to the fact that sub-images in a whole image mostly contain a self-similarity pixels,
where the image patches share the same structure and textures as line squares and geometric
shapes [21]. Given a contaminated image, the resulted intensity of the investigated pixel
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NL(u)(i) computed as a weighted average of the whole intensity amount within the same
location I. [2]:

NL uð Þ ið Þ ¼ ∑ j∈Iw i; jð Þu jð Þ ð1Þ

u( j) being the pixel intensity at the location j, and w(i, j) being the weight of u( j) in order to
measure the connection among the investigated pixels i and j, L is the number of elements in
each cluster. The specific weights are computed using the following expression.

w i; jð Þ ¼ 1

z ið Þ exp−
u Nið Þ−u N j

� ��� ��2
2;a

h2
ð2Þ

Ni is the patch with stationary size and it is located at pixel i. In this case, the similarity
can be calculated as a shrinking model that utilizes the weighted Euclidean distance. The
case where a > 0 is known by the standard deviation of the kernel of Gaussian function,
and Z(i) is a constant and represents the normalization amount where Z ið Þ ¼ ∑

j
w i; jð Þ, and

h represents the parameter function of the filter.
In order to find the set of consistent candidates which are similar to the patch under testing

from a complete digital image, three main classes of techniques are used, Preclassification step,
and to find the updated similarity groups and finally to apply applying HMMs to catch the
dependencies among similar patches.

Preclassification process was previously utilized to deal with only the part of the patch
searching rather than the full testing of the whole image in order to attain high efficiency of
NLM. However, most of modified versions of NLM contribute only in few margins of
improvements when it comes to noise removal results. In [14], a study exploited the mean
quantity and local average gradient vectors as well in order to ignore unrelated sub-images. On
the other hand, the criterion might only be used when the gradient magnitudes of the main
patches are lasted in a value of threshold more than the desired amount, which can be very easy
to be adjusted by additive white Gaussian noise. A preclassification approach based on sub-
image variance was similarly proposed in [4].

The main disadvantage of the earlier mentioned techniques is that their entire structure is
very complicated, despite it is not built according to any statistical models, such as correlation
among coefficients in the same neighborhood. In [20], SVD was implemented in order to
utilize some statistical properties to keep its gradient structure to be used in k-means clustering.
Consequently, the gradient structure of the image shows a sever sensitivity to the noise level
amount. Additionally, there is one more loophole in the traditional NLM; this disadvantage is
that there are no enough candidates for each patch to be used in weighted averaging when an
image lacks repetitive patterns. This deficiency will radically show its impact on the visual
appearance of the images that resulted from NLM.

In order to conquer this effect, a study in [8, 23] developed a rotated matching technique
that utilize the block procedure to achieve more similar sub-images, though the scheme is
basically restricted to specific number of rotation angles and images with simple textures.
Finding out updated similarity methods is another manner to guarantee reliable group of
candidates using wavelet transforms.

In [19], block matching based on moment invariants were introduced, which is invariant
under rotation processes, blurring, and noise. In order to attain the main objective of finding
further reliable groups of candidates, the proposed technique utilizes both preclassification and
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definition of the updated similarity model. However, the chance of finding candidates for non-
repetitive patterns [20] is needed to be implemented. Therefore, preclassification step is
exploited to provide suitable candidate sets which can be built form the whole parts of the
tested image. In addition, in [25] a method utilized clustering according to NLM using
invariants of specific moments to be as classification step was introduced. Furthermore, they
have adopted a technique that uses the rotationally of each block matching in sub-images in
order to increase the matching rate. High PSNR values and good image quality have been
achieved but their method was time consuming due to matching processes. Markov models
can also be considered in each state corresponding to a deterministically observable experi-
ence. Hidden Markov models (HMMs) are essentially first-order discrete time series with
some hidden information. In other words, the time series states are not the observed informa-
tion but are connected through an abstraction to the observation. Consequently, the result of
such sources in any given state is not random. This model is somehow considered a restrictive
technique that is applicable to many problems of interest [10]. As a result, the notion of
Markov models should be extended to contain the case in which the reflection is a probabilistic
model of the state. That is, the resulting concept (called an HMM) is a doubly embedded
stochastic procedure with a fundamental stochastic process, which is not observed directly. On
the contrary, the process is observed only throughout the stochastic process of another set that
yields the structure of observations. Specifically, the state sequence is one whose states are not
uniquely determined according to the observation of sequence of the output and the knowledge
of the original state [7].

Defining a new similarity term that can evaluate the noisy coefficients and suppress the
noise in the contaminated image is thus essential.

3 NLM based on stationary wavelet transformation and HMMs

The pipeline processing of the proposed technique is shown in Fig. 1. Given a contaminated
image, the main aim is to result a noise removal image in which the noise is eliminated and
most of the fine structures are reserved. The image is corrupted by additive noise ni, j and one
observes the noisy image as yi, j, such that:

yi; j ¼ xi; j þ ni; j ð3Þ

Similar to (1) and (2), the suggested NLM can be expressed as follows:

NL uð Þ ið Þ ¼ ∑ j∈IwR i; jð Þu jð Þ ð4Þ

wR i; jð Þ ¼ 1

ZR ið Þ
exp−

dR i; jð Þ

h2
ð5Þ

v is the noisy image, wR(i, j) is depended on the updated distance quantity dR(i, j) and
ZR = ∑

j
wR i; jð Þ. The weighted averaging is accomplished in each bunch. In addition, L

reflects the number of components in every cluster. The impact of clustering is shown
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in Fig. 2. Furthermore, the filtering issue thus changes into how the updated weights
[wR(i, j)] can be calculated, which is elaborated in coming Subsections.

The proposed NLM has the following features:

& Filtering process using semi-soft thresholding in stationary wavelet domain provides the
pre-processing for preclassification. The main impact is depicted in Fig. 2.

Input Noisy Image

Thresholding via Wavelet Sta�onary 
Transforma�on 

Classifica�on Clustering Processes 

K-mean Clustering
Approach  Classified Noisy Image

Patch1, Patch2,…, Patch n

Nonlocal Filtering Processes

Clean Image (Result)

Hidden Markov Models 

Class 1, Class 2,..., Class n

Fig. 1 Block diagram of the proposed natural image denoising algorithm

Fig. 2 (a) Noisy image with Gaussian noise σ = 25. (b) Filtered image with semi-soft thresholding
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& Clustering of K-means on moment invariants of the distorted contaminated image assists
as a preclassification model for the proposed noise removal technique. In the traditional
NLM, most investigated sub-images have a stable size of candidate groups which either
take the entire signal or the only a sub-group of neighborhood which is located at selected
patch.

& HMM on the wavelet domain is the main step to design the proposed algorithm. The
relationship between noise-free image, AWGN, and corrupted image can be represented by
(5).

3.1 Preprocessing stage

In this step, the main classification process is applied basically on the structural informa-
tion of the tested image. Thus, patch-based preclassification in a contaminated image will
show inaccurate evaluation [23]. As a result, a pre-filter approach will be considered to
smooth the image and thus avoid dealing with the incorrect patches, especially in sever
noise cases.

In practice, estimating the standard deviation σ of the noise is an essential task in the
proposed algorithm, and it should be performed from the image rather than assumed as given.
The noise level can be estimated empirically from the finest scale HH1. Moreover, the
coefficients of stationary wavelet transform are stated as a correlated group of data and are
linked with few patches in the same neighborhood. The large wavelet coefficients mostly will
reflect large coefficients in the same neighborhood. As a result, the suggested thresholding is
found up from the coefficients that last in the same investigated zone of the contaminated
image. In this regard, presume Bi,j is wavelet coefficient that lies in the target noisy image.
Then:

U2
i; j ¼ B2

i; j−1 þ B2
i; j þ B2

i; jþ1

3
ð6Þ

In the Equation, U2
i, j represents the summation of the square of the terms which is

centered at the same side of the coefficient under the thresholding process, while (i,j)
shows the coefficients which lie in the contaminated image. The following situation is
considered if:

U2
i; j≥λ2 ð7Þ

3.2 Clustering procedure

In several fields, moment invariants are utilized, such as skin detection, image registration,
image deblurring, and shape recognition, to name a few. Previous studies showed that it is
robust to be used as image descriptors under different applications such as shifting, changing in
its value, and applying spin processes. In [19], the moments that have greater invariants were
shown their performance to be more susceptible when the noise of Gaussian mode takes place.
As a result, in the proposed technique that exploits Hu’s moment invariants [19], which have
peak order of 2, are used as feature descriptors with size of (1 × 5 vector) for the clustering of
K- means. In this regard, consider a N ×N size of digital whole-image and a n × n sub-image
that is located at i (i = 1, 2,…,N ×N), the moment-invariants of the sub-group is presented by
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the vector of size of 1 × 5. As a result, regarding to the entire image; the tested image with size
of N ×N vectors that works as the initial signal of the clustering of K-means.

Then the tested coefficients Bi,j substituted by zero; else, it will be shrunk based on the
following formula:

B̂̂i; j
B2

i; j−λ2B2
i; j

U2
i; j

ð8Þ

λ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffi
2lnM j

p � σw; ð9Þ
where σw is the standard deviation of the corrupted image, and Mj depicts the size of
coefficients in a sub-band under investigation at the analysis edge j. Equation (10) summarizes
the semi-soft thresholding approach.

B̂̂i; j ¼ T Bi; j; λ
� � ¼

0 U2
i; j ≥λ2

B2
i; j−λ2 B2

i; j

U2
i; j

U2
i; j < λ2

8<
: ð10Þ

After the semi-soft thresholding is utilized on the contaminated image, the hazy image
assists as the contribution of grouping. This input is demonstrated clearly in Fig. 2.

arg minc ¼ ∑K
k¼1 H Gb ið Þð Þ∈Hmk

∑i¼1;2;…N�N H Gb ið Þð Þ−μkj j2
� �

ð11Þ

In the above mentioned equation, Gb(i) denotes the Gaussian blurred sub-image which is
located at i.H(.) represents the output the moment invariants of an input sub-image. In addition,
μk is considered as the mean vector for the kth clusterHmk…Afterwards, K clustersHm1,Hm2,
Hmk, …, HmK can be achieved. Every single cluster Hmk is composed of L vectors and Hmk1

(k = 1, …, K, l = 1, 2, …L). In the same issue, the high efficient technique which adopts an
iterative refinement procedure is utilized [21]. Furthermore, clustering technique which utilizes
K-means offers the pre-selected candidates for the selected weighted averaging. The resulted
data of the desired classification (the matches of the center of sub-image) is located at form of a
look-up table. Weighted averaging structure is performed inside every single cluster throughout
the next step.

3.3 HMMs-based Non-local mean method

In this step, the parameters of the HMM template can be obtained in each block

using ∏
k;d

¼ psk;d mð Þ;σ2
k;d;m

n o
, where p is the number of states in the independent

mixture model, and the label in the each position i can be represented by Di. In
denoising-based wavelet transform, the aim is to minimize the MSE between the
estimated and the original image. This step can be done by calculating the minimizing MSE
between the estimated wavelet coefficients of the denoised and the original image. As a result,
the image denoising process can be considered as process of estimating wavelet coefficients of
the original image from coefficients of the wavelet signal of the noise and the contaminated
image. Given that the distribution of each coefficient in the wavelet realm of the noisy imageWi
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is stated as a Gaussian mixturemodel (GMM), and the probability density function PDF ofWi is
given by

f Wi;k
wi;k
� � ¼ ∑2

m¼1PSk;d mð Þ f Wi;k jSk;d wi;k jSk;d ¼ m
� � ð12Þ

In terms of the relationship among the specific coefficients of the noise, the relationship of
the noisy image and the original image is as follows:

xi;k þ ni;k ð13Þ
where wi, k, xi, k, and ni, k refer to the wavelet coefficients of the contaminated input image, the
image, and the noise; ni, k is AWGN; and iid with variance σ2

n. Thus, the distribution of the
original image xi, k is GMM as well, and if the value of the hidden state Sk is determined, then
the estimation issue can be considered as estimating a Gaussian signal in the AWGN in order
to reduce the MSE. The following Eq. (14) is used to achieve the Gaussian estimation:

E X i;k jWi;k ; Sk ¼ m
� 	 ¼ σ2

k;m

σ2
k;m þ σ2

n
wi;k ð14Þ

Xi, k andWi, k are random variables of xi, k and wi, k respectively, PSk is the probability mass
function (PMF) of the hidden state Si, k, and σ2

k;m is the variance of the component Xi, k.
Therefore, by applying the transition criteria and adding the hidden states to Eq. (14), the

estimation criteria become

E X i;k jWi;k
� 	 ¼ ∑2

m¼1PSk mð Þ σ2
k;m

σ2
k;m þ σ2n

wi;k ð15Þ

The independent mixture model is used to join the PDF of the coefficients in the wavelet
domain at the same block. Hence, Eq. (15) is utilized to evaluate and estimate the coefficients
of the noise-free image in the block under study. With the block label stated, the formula can
be modified as

E X i;k jWi;k ;Di;k ¼ d
� 	 ¼ ∑2

m¼1PSk mð Þ σ2k;m
σ2k;m þ σ2

n
wi;k ð16Þ

where Xi, k, Di, k, and Wi, k are the random variables of xi, k, the block label, and wi, k,
respectively; and PSk is the PMF of the hidden states Si, k, whose block label is d. In addition,
σ2
k;m is considered as the variance of the component Xi, k, which has the same block label d.
As the variance of Xi, k cannot be derived directly from the estimation, the denoised image

variance can be obtained from the noisy image, and then the redundant variance resulted from
the noise can be subtracted.

4 Experimental results

In the experiment part, the images used in the experimental purposes are all standard grayscale
and natural testing images. The benchmark tested images are selected from a popular image
database, the USC-SIPI Database Images (University of Southern California). For performance
evaluation, the proposed method will be compared to the conventional NLM and the recent
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related techniques [8, 24] according to the specific dataset. The evaluation metrics adopted in
the experiments are structural similarity index (SSIM) and peak signal to noise ratio (PSNR).
PSNR is exploited in order to provide objective evaluations of the noise removal image results.
It is expressed by the following formula:

24

25

26

27

28

29

30

31

32

33
PS

N
R

K-Value 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

SS
IM

K-Value

(a) PSNR average values 

(b) SSIM average values 

Fig. 3 PSNR and SSIM values fluctuate with K in noise level σ =20
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PSNR ¼ 10:log10
MAX 2

MSE


 �
ð17Þ

As eq. (17) shows, MAX is representing the dynamic size of the tested image, MSE is the
mean squared error between the tested and the noise removal images. For instance, if the noisy
image contains 8 bits per pixel, it can be formed with a pixel scale range of 0 to 255. A higher
PSNR value shows higher-quality image and noise reduction results. On the other hand, SSIM
[22] is a metric that has a kind of consistency with human visual perception. Regarding to this,
SSIM is expressed by [8]:

SSIM x; yð Þ ¼ l x; yð Þ½ �α c x; yð Þ½ �β s x;ð Þ½ �γ ð18Þ
Note that α > 0, β > 0, and γ > 0, whose parameters are used to arrange the modules.

l x; yð Þ ¼ 2μxμy þ c1
2μ2

x þ 2μ2
y þ c1

ð19Þ

c x; yð Þ ¼ 2σxσy þ c2
2σ2

x þ 2σ2
y þ c2

ð20Þ

s x; yð Þ ¼ σxy þ c3
σxσy þ c3

ð21Þ

where μx ¼ ∑
N

i¼1
wixi, μx represents the mean of the original image; σx ¼ ∑

N

i¼1
wi xi−μxð Þ


 �1
2

; σx

represents the standard deviation of the original image; σxy ¼ ∑
N

i−1
wi xi−μxð Þ yi−μy

� �
;σxy

represents the cross standard deviation through the tested image and the noisy one; w
represents the circular symmetric Gaussian weighting function; and C1, C1, and C3 are the
three constants to prevent instability.

4.1 Parameters of clustering

The proposed clustering method is implemented based on moment invariants. Several param-
eters need to be decided for standard K-means clustering, such as type of distance used,

Fig. 4 Performances of the clustering analysis of the proposed technique when K is 256
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quantity of clusters assigned, and length of vector parameters utilized in the suggested NLM-
based framework. In practice, the Euclidean distance is exploited to measure the distance
between two significant feature vectors as [14] showed. Based on study in [18], the sub-image
size chosen is 7 × 7. In order to examine how the effect of the technique fluctuates with several
values of K, we tuned K in the range of 350 and 4200. The results of PSNR and SSIM of the

Table 1 Average PSNR of different noise removal techniques

Image Technique σ = 10 σ = 20 σ = 35 σ = 45 σ = 55 σ = 70

Man NLM 30.6096 28.9415 24.0274 22.1212 19.8203 13.1412
Sven et al. [19] 31.9042 28.9987 24.1578 22.4784 20.6564 13.5502
Yan et al. [25] 31.8033 30.1200 25.7073 22.7810 23.1468 13.8011
Khmag et al. [9] 31.8242 28.8611 24.8500 22.3438 20.4130 13.3263
Proposed 32.0102 30.8102 26.6174 23.6332 24.7196 14.2148

Monarch NLM 31.7868 30.1013 28.2138 26.3589 24.5918 20.1412
Sven et al. [19] 31.8556 30.1111 28.2655 26.0098 25.0907 22.3415
Yan et al. [25] 32.8840 30.9815 29.2523 27.2328 26.3026 24.9040
Khmag et al. [9] 31.8723 30.1089 28.2201 26.3509 24.8309 21.2420
Proposed 33.4125 31.6274 30.2210 27.8586 27.012 25.7101

Lena NLM 30.1205 28.7988 27.2832 25.6843 24.1319 19.8145
Sven et al. [19] 30.7659 28.8802 27.3558 26.0087 24.6223 21.0876
Yan et al. [25] 31.3885 30.0122 28.4804 26.9449 26.1124 23.7858
Khmag et al. [9] 30.6501 28.8401 27.2939 25.8191 24.3247 20.9642
Proposed 32.1120 29.8472 28.9002 27.1591 26.7101 24.8301

House NLM 32.1434 30.0025 27.9899 26.0446 24.3105 19.8429
Sven et al. [19] 32.3352 30.8816 28.0953 26.5455 25.9618 22.3722
Yan et al. [25] 33.4783 31.1976 29.0268 28.0454 26.9828 25.8292
Khmag et al. [9] 32.2691 30.6283 28.0632 26.8232 25.3170 21.1021
Proposed 33.8874 31.9001 29.7423 28.9157 27.4021 26.5550

Peppers NLM 31.4137 29.5473 27.6721 25.8659 24.1645 19.7590
Sven et al. [19] 32.0053 30.5619 27.8097 26.6315 24.4551 21.0076
Yan et al. [25] 33.6801 31.1678 29.0657 27.4582 26.2204 23.6793
Khmag et al. [9] 32.0061 30.1267 27.7028 25.9801 24.2798 20.0069
Proposed 33.9031 31.6601 29.7102 27.8888 26.7531 24.0002

Boat NLM 30.8749 29.1526 27.3969 25.7290 24.0721 19.8365
Sven et al. [19] 31.1523 30.0052 27.4430 25.8831 24.4548 21.1243
Yan et al. [25] 33.2810 30.7653 28.5930 27.0240 26.0495 24.2728
Khmag et al. [9] 31.0902 29.4396 27.4411 25.7333 24.2223 20.4229
Proposed 33.8114 31.9012 29.1121 28.5544 26.8740 24.7986

Baboon NLM 32.4352 30.5207 28.4973 26.4933 24.7115 20.1715
Sven et al. [19] 32.5744 30.6654 28.9895 26.0971 25.0092 22.5567
Yan et al. [25] 33.0517 31.2918 30.0415 28.9240 27.6842 26.6160
Khmag et al. [9] 32.5440 30.6372 28.6192 26.3137 24.9922 21.4375
Proposed 33.7140 31.4442 30.8100 29.3363 28.0012 27.1010

F-16 NLM 30.3578 28.8968 27.1939 25.7950 24.1379 19.9039
Sven et al. [19] 31.1236 29.6548 28.2336 26.6559 25.8819 22.0012
Yan et al. [25] 31.9462 31.0414 30.3732 27.6452 27.1293 23.5498
Khmag et al. [9] 31.0952 29.3622 27.7197 25.8648 24.6300 21.0938
Proposed 32.7744 31.4910 30.8021 28.7713 27.8088 24.0021

Straw NLM 33.5255 31.3356 29.0487 26.8699 24.9479 20.1644
Sven et al. [19] 33.6413 32.0187 29.1559 27.0901 25.9089 22.7390
Yan et al. [25] 33.8645 31.8396 29.8417 28.6245 27.6680 25.3085
Khmag et al. [9] 33.5893 31.9411 29.3689 26.9885 25.2123 21.1424
Proposed 34.0021 32.3939 30.4003 29.0012 28.1411 25.9099
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investigated images (noise level σ is 20) with different cluster numbers are depicted in Fig. 3.
The main fluctuating trends of both scales PSNR and SSIM are mostly compatible. By other
words, when K increases, the number of current clusters which are represented from different
types of image fine structure increases as well. Thus, in the case where K becomes particularly
high, then there will not be enough clusters candidates. Consequently, the measured PSNR and
SSIM decrease next to the climax. Furthermore, if the complexity of the algorithm is not the
main target, the optimal amount of K can be chosen according to the input size of the

Table 2 Average PSNR and SSIM values of different techniques

σ NLM Sven et al. [19] Yan et al. [25] Khmag et al. [9] Proposed

PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM

10 31.49 0.8508 31.97 0.8572 32.81 0.8918 31.87 0.8562 33.88 0.9334
20 29.70 0.7811 30.09 0.7948 30.94 0.8424 30.07 0.7871 31.74 0.9101
35 27.84 0.6983 28.05 0.7243 29.18 0.7694 28.05 0.6992 30.82 0.8753
45 26.05 0.6144 26.26 0.6733 27.62 0.7035 26.21 0.6200 28.24 0.7412
55 24.34 0.5360 25.06 0.5963 26.65 0.6630 25.05 0.5493 27.19 0.6881
70 19.94 0.3947 21.77 0.4731 24.57 0.5741 21.28 0.4020 26.01 0.6520

Fig. 5 Comparison of different denoising methods visual results when noise level is 20 for benchmark image
Lena. (a) Noise-free image, (b) Noisy image, (c) NLM, (d) Sven et al. [19], (e) Proposed algorithm, (f) Yan et al.
[25], (g) Khmag et al. [9]
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contaminated image. In the current experiments, all the images have the size of 256 ×
256. Hence, K = 3200 (when K = 3200, it consumes a time more than the time as K =
1600 consumes) is chosen to give enough candidate choices to every single patch
regarding to the variation of appearance results when the K values is changed. The
visual effect of the clustering of K-means on one of the benchmark images under testing
(Lena) is depicted in Fig. 5. As shown in the figure, the proposed algorithm shows high
performance in high frequency component of the tested image, such as the edges, ridges,
and fine textures. With comparison to the method in [20], the proposed method very
clear distinguishes the grayscale components, which gives more adaptively behavior to
the proposed classifications manner (Fig. 4).

Fig. 6 Comparison of different denoising methods visual results when noise level is 20 for benchmark image
Boat. (a) Noise-free image, (b) Noisy image, (c) NLM, (d) Sven et al. [19], (e) Proposed algorithm, (f) Yan et al.
[25], (g) Khmag et al. [9]
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4.2 Noise removal quality and assessments

In the practical part the chosen tested benchmark images have been contaminated with
AWGN with several noise levels σ= [10, 20, 35, 45, 55, and 70]. Most of recent studies
started their noise levels from 10 and above. In addition, in high noise levels many
denoising techniques are always prone to have over-smoothing and extra blurring in the
crucial image features as well as introducing artifacts. By stating the block label, The
PSNR and SSIM several results are shown in Tables 1 and 2. The qualitative findings
reveal that the high noise levels yields an image with low visual quality and it causes
intensity difference in the patches with the same structures. As can be seen in Fig. 5e, the
resulted image which is acquired by the proposed method showed high visual quality
especially in Lena hat and hair textures. Additionally, Figs. 6 and 7 shows benchmark
images with complicated textures, Boat and Man. The denoised images by the proposed
algorithm still kept the fine details such as Boat’s mast and Man’s hair and cap’s feathers
textures. Furthermore, Figs. 8 and 9 show benchmark images of Peppers and Straw, both
images carry lines curves and complex details. Despite most of state of the art noise

Fig. 7 Comparison of different denoising methods visual results when noise level is 20 for benchmark image
Man. (a) Noise-free image, (b) Noisy image, (c) NLM, (d) Sven et al. [19], (e) Proposed algorithm, (f) Yan et al.
[25], (g) Khmag et al. [9]
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removal methods under investigation failed to keep the core details of the figures as can
see in the straw edges and Peppers ridges, the proposed method showed the best
performance among the rest techniques. Finally, Fig. 10 shows zoomed in part of Baboon
benchmark image. In this figure, the nose and eyes and eyelashes are kept in the
proposed technique while most of noise removal methods added some blurring artifacts
to their resulted images. Practically, the technique in [25] employs a spatial filter method
but is applied to neighborhoods, a practice that may result in a few of correct candidates
especially in the case where the variation of the fine details is robust. Therefore, specific
patches still contaminated with noise. The proposed technique overcomes this problem
by gaining adequate reliable candidates from the clustering of K-means. Figure 8 depicts
the subjective results for a benchmark image in the case where the noise level of
Gaussian noise is 55. It is worthy to notice that the conventional NLM is mostly
ineffective. However, in high noise levels the intensity matching among several patches
is very sensitive to noise. The suggested technique adopted wavelet filter as preprocess-
ing step to conquer the additive noise and thus the moment invariants give robustness to

Fig. 8 Comparison of different denoising methods visual results when noise level is 20 for benchmark image
Peppers. (a) Noise-free image, (b) Noisy image, (c) NLM, (d) Sven et al. [19], (e) Proposed algorithm, (f) Yan
et al. [25], (g) Khmag et al. [9]
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the proposed algorithm. The method in [19] dealt with rough image configuration but
still not enough to keep the fine details of the tested image. The proposed algorithm also
preserves the small textures much better in comparison with other methods under
investigation. This finding proves that the use of clustering model just before the
weighted averaging process can guarantee the reliable candidates and its sub-images.
In order to present the execution time of the proposed algorithm and compare it with
state of the art noise removal methods, the average run-time of each noise removal
method is shown in Table 3. The proposed technique is effectively retaining the main
details of the tested image and simultaneously introducing small artifacts in comparison
with other techniques. Thus, K-means clustering which is used in the proposed algorithm
is a time-consuming method. As future study, it needed to find a clustering approach
with fast processing in matching of patch candidates and also to speed up the
preclassification process.

Fig. 9 Comparison of different denoising methods visual results when noise level is 20 for benchmark image
Straw. (a) Noise-free image, (b) Noisy image, (c) NLM, (d) Sven et al. [19], (e) Proposed algorithm, (f) Yan et al.
[25], (g) Khmag et al. [9]
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5 Conclusion

This study presented a noise removal method that exploited NLM approach in order to
suppress the AWGN in natural images. In this regard, moment invariants which represented
by K-means clustering and stationary wavelet transformation filtering is used to classify the
noisy coefficinets from the original and noise free ones. Hidden Markov models is likewise
used in order to add some similar sub-images that have been exploited by specific angles to be
more strength to the target sub-images and catch the dependencies among similar classes.
Experimental results show that moment invariant in the patch clustering has an effective
performance in preclassification procedure. The suggested method is successfully retaining the
fine details of the investigated image and simultaneously produced small artifacts in compar-
ison with state of the art noise removal techniques. Thus, K-means clustering which is
exploited in the proposed algorithm is a time-consuming technique. As future study, it needed

Fig. 10 Comparison of different denoising methods visual results when noise level is 20 for benchmark image
Baboon. (a) Noise-free image, ((b) Noisy image, (c) NLM, (d) Sven et al. [19], (e) Proposed algorithm, (f) Yan
et al. [25], (g) Khmag et al. [9]

Table 3 Average execution time in Seconds of several noise removal techniques

Image Technique Man Monarch Lena House Peppers Boat Baboon F-16 Straw

NLM 5.07 6.02 5.04 4.96 4.84 4.84 4.85 5.13 4.79
Sven et al. [19] 0.61 0.64 0.65 0.65 0.69 0.62 0.64 0.63 0.64
Yan et al. [25] 0.72 0.91 0.58 0.68 1.23 0.74 0.53 0.63 0.79
Khmag et al. [9] 1.22 1.33 1.42 1.34 1.29 1.09 1.31 1.23 1.31
Proposed 1.10 0.94 0.98 1.21 1.11 0.88 0.87 1.22 0.92
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to find a clustering method with fast processing in the processing of matching to find out patch
candidates as fast as possible to speed up speed up the preclassification step.
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