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Abstract A salient region is part of an image that captures the highest level of attention
by the human visual system. In this paper, a new salient region detection method is pro-
posed by linearly combining the feature maps for the L, a and b color channels. Since, the
wavelet transform is capable of providing a multi-scale spatial-frequency decomposition of
the image, the color feature maps are obtained using this transform. A scheme is proposed
whereby the channel feature maps are linearly combined. The weights for the linear com-
bination are determined by making use of the entropy of the channel feature maps and a
Gaussian kernel, utilizing the fact that the salient objects are generally clustered and scene-
centric. The salient region is further refined by making use of the proximity of the pixels
to the centers of gravity in the image feature map. Extensive simulations are conducted in
order to evaluate the performance of the proposed saliency detection scheme by applying
it to the natural images from several datasets. Experimental results show that the proposed
method provides values of precision, recall and F-measure larger than and that of the mean
absolute error smaller than those provided by other existing methods. The performance of
the proposed salient region detection method is also evaluated on noisy images and it is
shown to be robust against noise.
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1 Introduction

Human visual systems (HVS) continuously receive huge amount of information. This
amount of visual information is far greater than the storage and processing capability of the
brain. In order to analyze this information, HVS is able to detect the most distinctive region
of the scene rapidly. This region, which is called the salient region, is known to be con-
spicuous and has more contrast with respect to the local or global surrounding regions. It is
more distinctive in terms of color, edges, boundaries, etc. Salient region detection methods
try to detect these regions automatically. Figure 1 shows examples of natural images and the
gray level and binary saliency maps obtained by using the Itti’s method [19], a pioneering
saliency detection method, the corresponding extracted salient regions, and the ground truth
for the salient regions. Recently, researches have shown a great deal of interest in develop-
ing saliency detection techniques due to its variety of applications, such as object of interest
image segmentation [20, 38], adaptive image or video compression [17], object-based image
retrieval [25], image retargeting [5, 37], and medical imaging [35]. Saliency detection can
also be used to improve the efficiency of high resolution displays [32].

There are several saliency detection techniques that have been developed in the past
couple of decades, both in the spatial domain and in the frequency domain, with an objective
to detect the entire salient objects [3, 14, 16, 18, 22, 24, 25, 31]. A comprehensive review
of the works in saliency detection can be found in the survey papers [7-9].

In most of the saliency detection methods, some image features, such as color contrast,
texture and structure, are extracted and a saliency value is assigned to each pixel based
on these features. Choosing a feature that is effective for the purpose of saliency detec-
tion is a challenging task. These features or attributes should be able to provide significant
information towards the local and global characteristics of the individual pixels of the image.

To detect the salient objects, several spatial domain methods have been developed [3, 24,
25, 31]. Spatial domain methods first try to extract different features from the image using
its pixel values. Then, the feature maps, each using one type of feature, are computed by
employing a center-surround operation [19, 24], contrast computation [25], Shannon’s self-
information measure [10], or graph-based random walk [15]. Finally, the various feature
maps are normalized and linearly or non-linearly combined to obtain a saliency map. In [25],

Fig. 1 a Sample natural images. b Gray level saliency maps obtained by using the Itti’s method [19]. ¢ The
corresponding binary saliency maps. d Extracted salient objects. e Ground truth for the salient objects
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the contrast between the two pixels is determined by the Gaussian distance between their
LUV color components. Then, to extract salient regions, instead of using a fixed thresh-
old, fuzzy theory is employed in a region-growing process. In [31], a biologically plausible
method of forming the proto-objects from the saliency map is proposed based on the Itti’s
method [19], when proto-objects are described as volatile units of visual information. How-
ever, this method does not attempt to obtain a segmentation of salient objects themselves in
the image. In [24], a salient object detection method is proposed by using multi-scale con-
trast, center-surround histogram, and color spatial distribution. A conditional random field is
learned to effectively combine these features for salient object detection. It aims to separate
the entire salient object from the background. However, it has some limitations for images
with multiple salient objects. Also, the salient object is identified within a rectangular box
and the actual boundary of the object cannot be detected. In [3], a salient object detection
method is proposed utilizing a difference of Gaussian filters with appropriate range of spa-
tial frequencies. The authors determine the saliency value of each pixel by the difference
between the CI ELAB color values of each pixel and the mean C/ ELAB color value of
the entire image. High computational cost and choice of appropriate parameters, are the
main weaknesses of most of the spatial domain saliency detection methods [36]. In addi-
tion, some of these methods cannot detect the salient objects from the background with clear
boundaries [15, 19]. This may be due to an inappropriate reduction of the high frequency
content of the original image. Some other spatial domain methods obtain saliency maps in
which the salient region boundaries are clear, but the entire salient region is not uniformly
highlighted [25], or the textured regions are highlighted regardless of their contrast with
their surrounding regions [10]. From a frequency domain perspective, these limitations are
the consequence of retaining an inappropriate range of frequency content from the original
image [3].

In order to address the above mentioned limitations of the spatial domain methods, and
because of the characteristics of the frequency domain representations of images, frequency
domain methods have been developed [4, 14, 16, 18, 22, 23, 27-29, 33]. In frequency
domain methods, saliency is detected by following the steps of applying the frequency
transform to the input image, modulating the frequency spectrum in order to suppress the
background and enhance the salient regions, and finally generating the gray level saliency
map through the inverse transform. As the first saliency detection method in the frequency
domain, Hou et al. [16] argued that the averaged log amplitude spectrum of the Fourier trans-
form (FT) of the image contains redundancies. Also, statistical singularities in the amplitude
spectrum are responsible for the salient objects. Thus, the spectral residual (SR), which is
the difference between the log amplitude spectrum and the averaged log amplitude spectrum
represents the salient regions of the image. The saliency map is determined by applying the
inverse FT on the SR and the original phase. Later, Guo et al. [14] argued that the SR is not
essential to obtain the saliency map, and the saliency map can be obtained by reconstruct-
ing the two-dimensional (2D) signal using only the phase spectrum. In [22], the color and
intensity features of the image are combined into a quaternion, and the quaternion Fourier
transform (QFT) is applied to this feature vector. To suppress the non-salient regions, the
amplitude spectrum is convolved with a low-pass Gaussian kernel of different scales. At
each scale, the saliency maps is obtained by reconstructing the 2D signal using the smoothed
amplitude spectrum and the original phase, and the final saliency map is chosen based on a
minimum entropy criterion. While the FT-based frequency domain methods have the poten-
tial to more successfully detect the entire salient object, they still have tendency to highlight
the boundaries rather than entire salient regions. In the Fourier transforms of images, the
global contrast is more dominant than the local contrast. Therefore, these methods result in a
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saliency map in which the global irregularities, such as edges from a textured background or
objects’ boundaries, are more dominant than the local irregularities, such as homogeneous
salient regions. Moreover, it is known that the FT cannot provide simultaneous spatial and
frequency localization, and it is not useful for analyzing non-stationary signals such as most
of the natural images. The short-time-Fourier transform (STFT) can be utilized to perform
local frequency analysis. It segments the signal into narrow spatial intervals (i.e., narrow
enough to be considered stationary) and take the FT of each segment. But fixed size of the
interval is the main drawback of STFT. For low frequencies, a proper frequency resolution
is needed, while for high frequencies, the spatial resolution is more important [12, 26]. In
addition, trying several spatial intervals on the image increases the computation time.

To overcome the shortcoming of the Fourier-based methods, some saliency detection
methods have been proposed utilizing the discrete wavelet transform (DWT) [18, 27, 29].
Basis functions of the DWT are functions with varying frequency and limited duration,
which enables to do a spatial and frequency analysis at the same time. The DWT is able
to provide a multi-scale analysis, in which the signal is represented and analyzed at more
than one resolution. Therefore, the ability of doing a localized multi-resolution spatial and
frequency analysis in DWT makes it an appropriate option for extracting oriented details of
an image and detecting the salient regions of different sizes. In [29], a DWT-based salient
point detector for image retrieval is proposed. In this method, the points with higher global
variation based on the absolute wavelet coefficients at courser scales are selected, and are
tracked along the finer scales to detect the salient points. In [27], for each color sub-band, the
saliency map is obtained by an inverse DWT over a set of scale-weighted center-surround
responses. Where the weights are derived from the high-pass wavelet coefficients of each
level. However, the methods in [27, 29] are only able to obtain salient points rather than
salient regions. In [18], DWT is applied to the image, and then at each decomposition
level a feature map is generated by setting the low-pass coefficients of that level to 0, and
applying the inverse DWT. Then, local contrast is obtained by a linear combination of the
feature maps, and global distinctiveness is computed based on normal distribution of the
feature maps. However, since the last decomposition level consists of all the detail coeffi-
cients of the previous levels, no additional information is obtained by applying the inverse
transform at each decomposition level. Also, generating these feature maps increases the
computational complexity of the method.

Although there are a number of methods in the frequency domain, it is still a challenging
task to develop accurate methods that can obtain saliency maps with uniformly highlighted
salient regions and sharp boundaries between salient and non-salient regions. As discussed
earlier, the ability to do a localized multi-resolution spatial and frequency analysis in DWT,
makes it a superior tool to extract image details at different scales. These details can be used
to detect salient regions in an image. Moreover, since, in a color image different features
can be extracted from each color channel, it is desirable to investigate an efficient approach
to combine the extracted channel features.

In this paper, a saliency detection scheme is proposed by making use of the texture maps
obtained from the high-pass coefficients of the DWT decompositions of the three channels
of the CIELAB color space of images. The key points in devising a saliency detection
scheme are in recognizing and extracting the features that correctly differentiate the salient
regions from the non-salient ones of an image, and then utilizing them to detect the salient
regions accurately. The core ideas of the the proposed saliency detection scheme are rec-
ognizing the DWT-based color channel textural details as suitable features to distinguish
salient regions from non-salient ones, and devising a scheme for the weighted linear com-
bination of the color channel features in order to detect and extract the salient objects. A
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new method based on the entropy of the individual color channels within the image is pro-
posed for determining the weights of the linear combination. The proposed scheme can be
expected to yield an accurate saliency map in view of its ability in incorporating the effi-
cient DWT-based textural details of the three color channels using the proposed weighting
scheme.

The paper is organized as follows. In Section 2, the proposed scheme of saliency detec-
tion is developed by devising the various steps involved in obtaining the channel feature
maps, their associated weights, and the image feature map that lead to obtaining the final
saliency map. In Section 3, experiments are carried out in order to demonstrate the effec-
tiveness of the proposed saliency detection scheme and compare its performance with that
of some of the existing schemes in the literature. Also, performance of the proposed method
in the presence of Gaussian and impulsive noise is studied. Finally, in Section 4, the work of
this paper is summarized and the significant features of the proposed scheme highlighted.

2 Proposed saliency detection method

The proposed method attempts to detect salient regions of images using DWT-based textural
features of the three color channels and incorporates them using an efficient weighting
scheme. In this method, the input image is converted to the CI ELAB color space, having
luminance, red/green, and blue/yellow channels, denoted by L, a, and b, respectively, since,
this color space is perceptually more uniform than the RG B color space. Figure 2 shows
the overall framework of the proposed saliency detection method. The proposed method
consists of the steps of extracting feature maps corresponding to the three color channels
using DWT decomposition, linearly combining the three channel feature maps based on
the concept of entropy and a border avoidance criterion, modifying the feature map by
making use of the centers of gravity of the image [21], and obtaining the final saliency map
by bilateral filtering [30] of the modified image feature map. The following sub-sections
describe these four steps in detail.

2.1 Wavelet-based feature maps of color channels

In the proposed technique, the DWT is utilized to extract textural details of the image at
different scales, s € {1, ..., N}, where depending on the size of the input image and size of
the wavelet filter used, N is the maximum level of DWT decomposition. The operation of
DWT carried out individually to the L, @ and b channels of the image yields,

{45 {mg Ve D)y ) =DwTae, M

.....

where DWT(.) denotes the discrete wavelet transform, I¢, ¢ € {L, a, b}, represents the color
channels of the input image, A$, is the approximation coefficients at the coarsest level, N,
and HS, V¢, D are the matrices of appropriate sizes representing the horizontal, vertical
and diagonal sub-band coefficients of the channel c at level s, respectively.

To extract textural details from the DWT decomposition of the image, the L L coefficients
at the coarsest decomposition level N are set to 0, and the 2D signal is reconstructed by
applying the inverse DWT as

TMAP® =IDWT (A, =0, {HS, VS, DS}, s e {1, ..., N}), )

where IDWT(.) denotes the inverse wavelet transform, and T M A P€ is the texture map of
the channel c.
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Fig. 2 Block diagram of the proposed wavelet-based saliency detection method

The channel feature map of a location (x, y), FMAP“(x, y) for the channel c, is obtained
by enhancing the high-intensity values and suppressing the low-intensity values of the
channel texture map at that location, TMAP“(x, y), as

FMAP® (x, y) = (TMAP* (x, y))* . A3)

In order to investigate the effect of the number of decomposition levels used on the quality
of the feature maps, we stop decomposition at different levels, n = 1, ...N, and construct a
feature map for each n by setting the L L coefficients of the nth level to 0 and reconstructing
the 2D signal by using the detail coefficients of all the levels from 1 to n. Figure 3 shows an
example of the feature maps for the three channels resulting from a 200 x 150 color image
after each of the decomposition levels from n = 1 to n = 8§, the maximum decomposition
level for the image of this size, by employing the Daubechies wavelets (Daub.7). It is seen
from this figure that, as the number of decomposition levels is increased, the proposed
method results in increasingly improved textural features for each of the channels. It is
noted that for n < N the number of sub-bands used to construct the channel feature maps
is a subset of the number of sub-bands used for constructing these channel feature maps for
n = N. Thus, a linear combination of the feature maps forn = 1, ... N, for a given ¢, cannot
be expected to improve the quality of the channel feature maps over that constructed by
using n = N levels of decompositions. Thus, we advocate to construct the channel feature
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Fig. 3 a Original 200 x 150 color image, b Channel feature maps obtained after n decomposition levels for
L, a and b channels

maps only after the last level of decomposition, i.e., n = N, which should also result in
reduced computational complexity.

2.2 Image feature map

After constructing channel feature maps for each of the L, a, and b channels, an image
feature map is obtained through a weighted linear combination of the channel feature maps
as follows.

FMAP = Z w°FMAPC, 4)
ce{L,a,b}

where ¢ is the weight assigned to the feature map corresponding to the channel c.

In determining the values of weights, w°, we focus on two aspects of a desirable feature
map. A desirable feature map should have a cluster of pixels with high values of the gray
levels corresponding to the salient region and the rest of pixels with low values. The other
consideration is the fact that since salient objects are generally center biased, weights should
be determined so as to provide less importance to the borders of the channel feature map.

In order to take into consideration the first aspect of a desirable feature map, we use
the entropy of the channel feature maps. A channel feature map having only two levels of
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Entropy=0.33729 Entropy=1.5851

(a) (b)

Fig. 4 Synthetic images with a two gray levels of 0 and 1, and b four gray levels of 0, 0.25, 0.5, 1 and their
entropy values

pixels would have an entropy value lower than that of a channel feature map having a larger
number of gray levels of the pixels. Figure 4 shows an example of synthetic images with
pixel values of 2 and 4 gray levels and their entropy values. Thus, the channel feature map
with a smaller entropy should be assigned a larger weight and vice-versa. However, the
problem with determining a weight based on the entropy value of the channel feature map
is that it does not take into account the spatial distribution of the pixel gray levels across
the map. Figure 5 shows an example of two binary images of size 20 x 20 pixels. The
number of pixels with a given gray level are the same in both the images. Despite the fact
that distribution of these two gray levels are different in the two images, they both have the
same entropy value. In order to use the entropy value for determining the weights, we would
like to increase the entropy value in a situation in which the pixel gray levels of the channel
feature map are more scattered. Therefore, we propose the channel feature map to undergo
a low-pass filtering, a process through which the number of gray levels in the two images
with different distributions will increase. Accordingly, their entropy value will also increase.
However, the increase in the entropy value of the image with a scattered distribution is larger
than that of the image with a clustered distribution. Figure 6 shows the same two images
as shown in Fig. 5 after they are filtered using a 3 x 3 low-pass Gaussian filter, along with
their entropy values. It is noted that after low-pass filtering, the entropy value of the image
with the scattered distribution of pixels with the gray level of unity is increased much more
than that of the image in which the pixels with gray level of unity are clustered together.
Thus, the entropy value of the low-pass filtered channel feature map can be considered as a
parameter in assigning weights to the channel feature maps. The entropy value is computed
as

€“=H(FMAP‘xG), 5)

where H (.) is the entropy, G is a low-pass Gaussian filter, and * represents the 2D convo-
lution of the two associated matrices. The standard deviation of the Gaussian filter should
be large enough so as to include sufficient number of neighboring pixels around each pixel
in the filtering process.

In order to take into consideration the fact that in most of the natural images the salient
region is located close to the center rather than on or near to the borders, in the linear
combination of (4) a smaller weight is assigned to a channel feature map with a strong
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Entropy=0.33729 Entropy=0.33729

Fig. 5 Synthetic images of size 20 x 20 pixels, each of two images has 25 pixels with the gray level of 1
and 375 pixels with the gray level of 0

response at the border. In this work, utilizing the border-avoidance criterion in [22], the
strength of the channel feature map is computed with a greater emphasis given to a salient-
like region at the center rather than at the border of the image, as

=33 K(x, ). N(EMAP(x, y)), 6)
X y

where K (x, y) is the (x, y)th element of a Gaussian mask K, of the same size as that
of the channel feature map and its entries normalized to a maximum value of 1, and
N (FMAP¢(x, y) represents the (x, y)th element of the normalized image feature map
FMAPC/ZnyFMAPC(x, y).

Thus, in order to emphasize the presence of a salient region at the center and de-
emphasize any possible salient-like regions at the border of the image, we propose the
weights in (4) to be chosen as

o = (B/e)* . 7

Then, the image feature map is computed through the linear weighted combination of
channel feature maps given by (4).

Entropy=0.83789 Entropy=1.9349

Fig. 6 Images of Fig. 5 after low-pass filtering and their entropy values
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2.3 Modification of the image feature map by considering centers of gravity

The image feature map obtained as above is further refined by taking centers of gravity into
account. Centers of gravity are defined as one or several pixels about which the visual form
of the image is organized [21]. The regions surrounding the centers of gravity attract our
attention. Thus, the saliency value at the locations around the centers of gravity should be
greater than those of the locations that are far away. In view of this, first the pixels whose
intensity values in the feature map exceed a certain threshold are identified as centers of
gravity in the same way as in [13]. Then, all the other pixels are weighted according to their
Euclidean distances from the closest center of gravity in order to obtain a refined image
feature map, as

MEMAP(x, y)
= FMAP(x, y) (1 — min { | (x, y), (£, )

|(X, ¥) € Centers of Gravity}),  (8)

where ||.|| represents the Euclidean positional distance between the pixel at location (x, y)
and the center of gravity at (x, y).

In order to have a smooth saliency map, in most of the existing saliency detection meth-
ods, a low-pass Gaussian filter is applied to the saliency map in the last step [18, 22]. It is
known that in Gaussian low-pass filtering, the pixel value of filtered image at a given loca-
tion is computed as the weighted average of pixel values in a neighborhood specified by
the standard deviation of the filter. The weight decreases as the distance of a pixel from the
neighborhood center increases. Since the nearby pixels are likely to have the same intensity
values, it is appropriate to average them together. However, the idea fails at the edges where
there is an abrupt change in the intensity values of the neighboring pixels, and it results
in blurred edges. Thus, low-pass filtering of the saliency map destroys the borders of the
salient region.

In this work, in order to smooth the modified image feature map, M F M A P, while pre-
serving the strong edges between salient and non-salient regions, a bilateral filter [30] is
applied to it. Two pixels at an edge which are close to each other spatially could be very
different in terms of their intensity values. The basic idea of bilateral filtering is considering
both spatial closeness and intensity similarity of the pixels in assigning the weights in the
filtering process. Thus, bilateral filtering can preserve high-contrast edges while removing
low-contrast or gradual changes. A simple case of bilateral filtering is shift-invariant filter-
ing, in which a Gaussian closeness filter and a Gaussian similarity filter are simultaneously
used. In this work, the saliency map, S, is obtained by bilateral filtering of the modified
image feature map as

S =BF(MFMAP), )

where BF denotes the bilateral filtering operation. The value of a pixel at location p of the
MFMAP after bilateral filtering is obtained as

BF [MFMAP,]

1
== > Goy(lp—ql) Go, (MFMAP, — MFMAP,|) MFMAP,;,  (10)
pqu
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where W), is a normalization factor given by

Wy =) Goy(Ip —ql) Go, ((MFMAP, ~ MFMAP,]). an
qeQ

where p denotes a location (x,y) in MFMAP, g denotes a location (X,y) € , Q
being the set of possible positions in MFM AP, and G, and G, are the Gaussian close-
ness (domain) and similarity (range) functions with the standard deviations of o4 and o,
respectively.

3 Experimental results

The performance of the proposed saliency detection method is evaluated on four commonly
used datasets of natural images, namely, MSRA-1000 [3], complex scene saliency detection
(CSSD) [34], CMU-Cornell iCoseg dataset [6] and MSRA-10K [11]. Each of these datasets
contains images of different sizes and the corresponding pixel-level human-labeled ground
truth. The MSRA-1000 is a widely used dataset and contains 1000 images. The CSSD
dataset contains 200 images with more complex backgrounds. The CMU dataset contains
643 images of 38 related groups, where each group of images are of the same size. The
MSRA-10K is a dataset of 10,000 images. To the best of our knowledge, this dataset is
the largest available dataset of its kind. Therefore, it enables us to do a more extensive
evaluation of the proposed and other saliency detection algorithms.

In the proposed method, the Daubechies wavelets (Daub.7) are used. The size of the filter
results in a trade-off between the time complexity and promising quality of the saliency
maps. The standard deviation of the low-pass Gaussian filter, G, in (5) is setto 0 = 0.02 x
#, and the standard deviation of the Gaussian mask, K, in (6) is setto ¢ = 0.25 x L+T,
where L and W are, respectively, the number of rows and columns in the original image. The
threshold to identify centers of gravity in (8) is chosen to be 0.8. The standard deviations
of the Gaussian closeness and similarity filters in the bilateral filter given by (10) are set to
o4 = W and o, = M, respectively.

Salient region detection can be considered as binary classification of salient and non-
salient regions in the saliency map S. Since the ground truth is a binary image, the gray
level saliency map S should be converted into a binary map S using a threshold value.
In this work, two different schemes are used to convert the gray level saliency map into a
binary map, fixed and adaptive. In fixed thresholding, all possible thresholds in the range
of [0, 255] are applied to gray level saliency maps, and a binary map is generated corre-
sponding to each of the threshold values and then compared to the ground truth. However,
the use of fixed thresholds is not sufficient to evaluate the performance of a method, since it
is image independent. Thus, an adaptive image dependent threshold is also utilized. In the
adaptive thresholding, the threshold is defined to be twice the mean of the saliency values
of all the pixels in the gray level saliency map as given by [3]

2
Tadp = m;;m,w. (12)

The performance of a saliency detection method is quantitatively evaluated using precision
P, recall R, and F-measure F, values. Precision, also called positive predictive value, is the
fraction of retrieved instances that are relevant, while recall, also known as sensitivity, is the
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fraction of relevant instances that are retrieved, and F-measure is used as a combination of
precision and recall values. The metrics P, R and F are computed as

NS y) x Glx. )

P - 9
22y Sh(x, y)
R 22y Sp(x, y) x G(x,y)
B Y.,Gy)
(nxP)+R

where G (x, y) is the ground truth value at the location (x, y), and 7 is a positive parameter
specifying the relative importance of the precision and recall. In order to be consistent in
comparing the performance of different methods, we choose the value of 7 to be 0.3.

In order to make a comparison, the mean absolute error (MAE) between the binary
saliency map S, obtained by applying the adaptive threshold of (12) and the ground truth is
also computed. The MAE value evaluates directly how similar is the binary saliency map to
the ground truth, and it is given by

|
MAE = — ;Xy: 1Sp(x, y) — G(x, y)I. (14)

3.1 Evaluating the impact of the main phases of the proposed method

In this section, the effect of each phase of the proposed method discussed in Section 2
is studied both subjectively and objectively. To this end, first, the wavelet-based channel
feature maps (as given in (3)) for a sample image obtained by employing the proposed
method. Figure 7 shows the three color channels and the channel feature maps obtained. It
can be seen that for this sample image the channel feature map corresponding to the channel
a can represent the salient region better than represented by the maps corresponding to the
channels L and b. It is also seen that some details of the salient region has been captured by
the b channel feature map, but not by the L channel feature map.

The effects of the succeeding steps that use the three channel feature maps given in
Fig. 7d, f and h are depicted in Fig. 8. Figure 8a is simply the average of the three chan-
nel maps, that is, a map obtained by linearly combining the three maps with equal weights.
Figure 8b shows the image feature map obtained through a weighted linear combination of
the three channel feature maps. A comparison of the maps in Fig. 8a and b clearly shows
a positive effect of the proposed weighting scheme, as described in Section 2.2, on the
image feature map. It is seen that after applying the linear combination using the proposed
weights given by (7), the non-salient regions are suppressed effectively compared to the
simple averaging of the channel feature maps. Figure 8c shows the modified image feature
map obtained by taking into consideration the centers of gravity in the image feature map
of Fig. 8b. A comparison of the maps in Fig. 8b and ¢ shows that the saliency values of
the salient regions have increased, while those of the non-salient regions have decreased
or remained unchanged. However, there are still some regions in the background which
have been wrongly detected as salient. Finally, Fig. 8d shows the gray level saliency map
by applying the bilateral filtering on the modified image feature map of Fig. 8c. It is seen
that, after the bilateral filtering the wrongly detected regions in the background are further
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(® (h)

Fig. 7 a Original image. b Ground truth. ¢ L color channel. d L channel feature map. e a color channel. f a
channel feature map. g b color channel. h b channel feature map

suppressed, and that the salient region has become more uniform. It is noted that enhance-
ment in the saliency map has been achieved while still preserving the boundary between the
salient and non-salient regions.

The impact of each step is also evaluated quantitatively on the images of the MSRA-
1000 dataset. The binary saliency maps are obtained by applying the adaptive threshold.
Table 1 gives the precision, recall, F-measure and MAE values after successively applying
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) © )

Fig. 8 The maps obtained after the application of the proposed method. a Average of the channel feature
maps. b Weighted linear combination of the channel feature maps. ¢ Refined map by considering centers of
gravity. d The final saliency map after bilateral filtering

each step of the proposed scheme. From this table it is seen that by applying the proposed
linear combination to the three channel feature maps, the precision recall and F-measure
values are increased by 5.8%, 1% and 4.7% respectively, and the MAE value is decreased
by 1.1%. It is also seen from this table that the applications of the succeeding steps of the
proposed scheme help in further improving the values of all the metrics except the recall
value.

3.2 Results of applying the proposed scheme to images of four datasets and
comparison with the existing methods

Performance of the proposed salient region detection method is evaluated both subjectively
and objectively and compared to that of the six other frequency domain saliency detection
methods, namely, superpixel-based wavelet method (SW) [2], weighted quaternion-based
method (WQ) [1], wavelet-based method (WAV) [18], hyper-complex Fourier-base method
(HFT) [22], frequency-tuned method (FTU) [3], spectral residual method (SR) [16], and
also two of the most cited saliency detection methods, namely, graph-based visual saliency
method (GBVS) [15] and Itti’s method (IT) [19].

Figure 9 shows the saliency maps obtained by utilizing the proposed method as well as
the other methods for three sample images from each of the datasets, MSRA-1000, CSSD,
CMU and MSRA-10K. It is seen form this figure that the saliency maps obtained using the
proposed method are more similar to the ground truth in comparison to the other methods.
Also, in the saliency maps obtained, the salient regions are uniformly highlighted with a
sharp boundary. It is seen from Fig. 9 that some other methods are not able to detect the
entire salient object. For instance, IT [19] detects only parts of the salient object and SR
[16] detects edges of the salient object. The other method, GBVS [15], highlights a large
part of the image as the salient object which is not accurate. In the saliency maps obtained
by FTU [3], the non-salient regions are not clean. Some other methods such as HFT [22]
are not successful in detecting salient regions of large size (see sample images in rows 7,

Table 1 Precision, Recall, F-measure, and MAE values of the main phases of the proposed method

Precision Recall F-measure MAE
Average of the Channel Feature Maps 0.8099 0.7127 0.7852 0.090763
Weighted Linear Combination 0.8684 0.7227 0.8298 0.079742
Distance to Centers of Gravity 0.8832 0.7227 0.8402 0.079043
Bilateral Filtering 0.8992 0.7147 0.8486 0.077597
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Fig. 9 Saliency maps obtained by applying the proposed and other methods on three images from MSRA-
1000, CSSD, CMU and MSRA-10K datasets. a Original image. b Ground truth. ¢ Itti’s method (IT) [19]. d
Graph-based visual saliency method (GBVS) [15]. e Spectral residual method (SR) [16]. f Frequency-tuned
method (FTU) [3]. g Hyper-complex Fourier-base method (HFT) [22]. h Wavelet-based method (WAV) [18].
i Weighted quaternion-based method (WQ) [1]. j Superpixel-based wavelet method (SW) [2]. k Proposed
method

11 and 12 of Fig. 9). The saliency maps obtained by the method WAV [18] are very blurred
and the salient region is not detected accurately.

Figure 10 depicts the average precision-recall curves obtained by applying the proposed
and the other eight schemes with the fixed thresholds. It is seen from this figure that the
proposed scheme outperforms all the other schemes in terms of the precision-recall per-
formance. For the entire range of the fixed thresholds on each of the four datasets, the
proposed method obtains the largest values of precision and recall compared to the other
methods. There are two other wavelet-based methods amongst the methods considered for
comparison, namely SW [2] and WAV [18], which have smaller precision and recall values
compared to those of the proposed method.

Figure 11 shows the average precision, recall and F-measure values obtained using the
adaptive threshold given by (12). It is seen from this figure that the proposed method pro-
vides the largest values for the precision metric amongst all the methods regardless of the
datasets on which the methods are applied. In terms of the recall metric, the proposed
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Fig. 10 Precision-recall curves
obtained by applying the
proposed and other saliency
detection methods on three
datasets. a MSRA-1000 dataset.

b CSSD dataset. ¢ CMU dataset.

d MSRA-10K dataset
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scheme is second only to GBVS scheme in the cases of the CSSD, CMU and MSRA-10K
datasets. However, the GBVS scheme has provided larger values for the recall metric in
comparison to that of the proposed method at the expense of smaller values for the preci-
sion metric. Since, both of the precision and recall values are considered in computing the
F-measure metric, the overall performance of a saliency detection method can be evaluated
using the F-measure metric. It is seen from Fig. 11 that, for all the four datasets, the pro-
posed method provides the largest value for the F-measure metric amongst all the methods
including the GBVS method.

The MAE values obtained using the proposed method as well as by using the other
methods are depicted in Fig. 12. It is seen from this figure that the proposed method provides
the lowest value for the MAE metric amongst all the methods, irrespective of the datasets
used in our experiments, indicating a strong similarity between the saliency maps obtained
by applying the proposed method and the ground truth.

As seen from Fig. 9, the saliency maps obtained using the proposed method are more
similar to the ground truth in comparison to those obtained using the other methods, thus
indicating the superiority of the proposed method. In addition, as seen from Figs. 10, 11
and 12, the proposed saliency detection method outperforms the other existing methods in
terms of precision-recall performance for the fixed thresholds, F-measure values for the
adaptive threshold, and MAE values. This performance improvement can be attributed to
the incorporation of the wavelet-based textural feature maps that are able to represent the
saliency-related information of each color channel, and their efficient linear combination
using the proposed weighting scheme.

Using features that cannot suitably distinguish the salient regions from the non-salient
ones, such as the spectral residual in the SR method [16], has resulted in inaccurate saliency
maps (as seen from Fig. 9e rows 3, 5 and 7, for some test images), small precision and
recall values (as seen from Figs. 10 and 11), and large MAE values (as seen from Fig. 12).
In the FTU method [3], the use of only the color components as features, while ignoring
other effective features such as textures, has led to the detection of the non-salient regions
wrongly as the salient regions (Fig. 9f rows 3, 5-7, 9, and 11). In the HFT method [22],
the features have been extracted using the hyper-complex Fourier transform, which is more
suitable for extracting global irregularities. As a result, this method has detected only the
borders of the salient region and has failed in detecting the entire salient object in images
with large salient regions (see rows 7, 11, and 12 of Fig. 9). In the SW [2] and the WAV [18]
methods, the wavelet-based features have been used. The wavelet transform is particularly
suitable in representing the image details. However, since all the details employed in these
methods are not related to the salient regions, they have failed in detecting the salient regions
in some of the test images (see Fig. 9h and j, rows 3, 11, and 12). As seen from Figs. 10, 11
and 12, these two methods have yielded smaller precision and recall values and larger MAE
values. In the DWT decomposition, the first decomposition levels extract edges rather than
textures, while the coarsest decomposition level consists of all the saliency-related textural
details of the image. In the proposed method, the extraction of a feature map only after the
wavelet decomposition at the coarsest level has resulted in more accurate saliency maps,
larger precision and recall values, and smaller MAE values as seen from Figs. 9k, 10, 11
and 12, respectively.

The way the extracted features are utilized has a significant impact on the saliency detec-
tion. In the HFT method [22], the maps have been generated at different levels but only one
of them has been selected as the final saliency map, resulting in not necessarily an accurate
detection of the salient objects (see Fig. 9g, rows 4 and 9). In the WQ method [1], using a set
of pre-specified weights to linearly combine the features has led to an inaccurate detection
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Fig. 11 Precision, recall, and
F-measure obtained by applying
the proposed and other saliency
detection methods on three
datasets. a MSRA-1000 dataset.

b CSSD dataset. ¢ CMU dataset.

d MSRA-10K dataset
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Fig. 12 MAE obtained by
applying the proposed and other
saliency detection methods on
three datasets. a MSRA-1000
dataset. b CSSD dataset. ¢ CMU
dataset. d MSRA-10K dataset
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(b)

Fig. 13 Saliency maps obtained by applying the proposed scheme on a sample image from the MSRA-
1000 dataset and segmented salient objects. a Left to right: the original image, images with various levels
of Gaussian noise and the ground truth. b Corresponding saliency maps. ¢ Corresponding segmented salient
objects

of the salient regions in some images (see Fig. 91, rows 3-5). In the proposed method, the
channel feature maps have been combined by applying a weighting scheme, in which a
larger weight is assigned to a channel feature map that can represent the salient region more
efficiently.

3.3 Evaluating the performance of the proposed method against noise
In the previous sections, the input image was assumed to be noise-free. Since, noise is

inevitable in real situations, it is worth investigating the robustness of the proposed method
against noise. In this section, performance of the proposed method is evaluated against

d=0.05 d=0.1 d=0.15 d=0.2
3 s - 79% - ;

(a) ig‘

-

Fig. 14 Saliency maps obtained by applying the proposed scheme on a sample image from the MSRA-
1000 dataset and segmented salient objects. a Left to right: the original image, images with various levels
of impulsive noise and the ground truth. b Corresponding saliency maps. ¢ Corresponding segmented salient
objects
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Fig. 15 Results obtained by applying the proposed saliency detection method on images of MSRA-1000
dataset with additive white Gaussian noise with variance values of 0.01, 0.05, 0.1 and 0.15. a Precision-recall
curves. b Precision, recall and F-measure values. ¢ MAE values
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Fig. 16 Results obtained by applying the proposed saliency detection method on images of MSRA-1000
dataset with impulsive noise with density values of 0.05, 0.1, 0.15 and 0.2. a Precision-recall curves. b
Precision, recall and F-measure values. ¢ MAE values

additive white Gaussian noise and impulsive salt and pepper noise of different levels. The
experiments are conducted on images from the MSRA-1000 dataset.
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Fig. 17 F-measure and MAE values for different levels of a additive white Gaussian noise b impulsive noise

First, Gaussian noise with the variance values of 0.01, 0.05, 0.1 and 0.15 are added to
a typical image from the dataset and results of applying the proposed scheme are depicted
in Fig. 13. The images in the first row of this figure are the original image, noise corrupted
images and the ground truth. Images in the second and third rows are, respectively, the
corresponding saliency maps obtained by applying the proposed scheme and the segmented
objects. Next, the salt and pepper noise with density values of 0.05, 0.1, 0.15 and 0.2 are
applied to another sample image from the dataset. Figure 14 shows the results of applying
the proposed method on the original and noisy images. It is seen from Figs. 13 and 14 that
the salient object is successfully detected under various levels of noise. Thus, the proposed
scheme can be regarded to be generally robust against Gaussian and impulsive noise.

Plots of the precision-recall curves, and the values of the metrics precision, recall, F-
measure and MAE obtained by applying the proposed scheme to each of the images of the
MSRA-1000 dataset corrupted by the various levels of the Gaussian and impulsive noise are
shown in Figs. 15 and 16, respectively. It is seen from these figures that the precision, recall
and F-measure values decrease only moderately and the MAE values increase slightly, as
the noise level is increased.

To evaluate the robustness of the proposed method further, the F-measure and MAE
values for different levels of Gaussian and impulsive noise are depicted in Fig. 17a and b,
respectively. It is again seen from this figure that despite the high levels of these two types
of noise, performance of the proposed method deteriorates only slightly.

@ Springer



16314 Multimed Tools Appl (2018) 77:16291-16317

4 Conclusion

In this paper, a saliency detection method has been proposed by using a new weighted linear
combination of the wavelet-based feature maps. The textural features of the image have been
extracted using the wavelet coefficients of the three color channels, and an effective feature
map fusion scheme based on the concept of entropy and border avoidance criterion has been
proposed. In order to take into consideration both the spatial and intensity information of the
pixels, in this scheme, the entropy value of the low-pass filtered map has been utilized. The
map thus obtained has been further refined based on the image centers of gravity. Finally,
unlike most of the existing methods, a bilateral filter has been applied to the resulting map in
order to smooth it while preserving the sharp boundaries between salient and non-salient regions.
The contributions of the work carried out in this paper are as follows: i) The channel
feature maps containing the textural features, have been constructed only after the wavelet
decomposition at the coarsest level. ii) A new weighting scheme to linearly combine the
channel feature maps have been proposed. The idea in this scheme has been to linearly
combine the maps of the individual channel features in order to construct a final feature map
that can best distinguish the salient regions from the non-salient ones. An image dependent
scheme for the linear combination in which the weights to the individual channel feature
maps have been assigned based on their capability to distinguish the two regions of the
image has been developed. The weights of the linear combination of the three feature maps
have been determined using the concept of entropy and a criterion of border avoidance.
Several experiments have been carried out by applying the proposed scheme on the
images from several datasets in order to evaluate its performance and to compare it to other
existing methods. It has been shown that the saliency maps obtained using the proposed
method is more similar to the salient regions detected by HVS. The proposed method pro-
vides the values of precision, recall and F-measure higher than those provided by the other
methods. In addition, performance of the proposed method in the presence of different lev-
els of Gaussian and impulsive noise has also been studied. Experimental results have shown
that the proposed method is able to detect the salient object in images with various levels of
noise. Thus, the proposed saliency detection scheme can be regarded to be noise robust.
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