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Abstract Building detection in orthophotos is crucial for various applications, such as urban
planning and real-estate management. In order to realize accurate and fast building detection, a
non-interactive approach based on binary feature classification is brought forward in this
paper. The proposed approach includes two major stages, i.e., building area detection and
building contours extraction. In the first stage, a sequence of intersections is obtained by
superpixel segmentation in the subsampled orthophoto, and then building area is reserved
roughly according to the classification of intersections. In the second stage, the sequence of
intersections is updated by superpixel segmentation in the building area from original
orthophoto, and then building contours is extracted in accordance with the classification of
intersections likewise. The local feature of the intersections is descripted employing our
extremely compact binary descriptor, and is classified using binary bag-of-features. Experi-
ments show that benefiting from binary description and making full use of texture details and
color channels, the proposed descriptor is not only computationally frugal, but also accurate.
Experiments are also conducted on orthophotos with different roof colors, textures, shapes,
sizes and orientations, and demonstrate that the proposed approach are capable of achieving
desirable results.
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1 Introduction

Building detection is crucial for various applications, including urban planning, real-estate
management, and disaster relief [11]. Thus, building detection in remote sensing, specifically
in high-resolution aerial orthophotos, has been a popular research topic.
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Most building detection approaches usually rely on image segmentation, such as watershed,
statistical region merging (SRM), mean shift and grab-cut. The original grab-cut is a semi-
automated foreground/background partitioning algorithm. Given a group of pixels interactive-
ly labelled as foreground/background by the user, it partitions the rest of the pixels in an image
using a graph-based approach [27]. Most building detection applications based on grab-cut
work both slow and costly, for the reason that they need operating by human experts. Some
researchers improved grab-cut by iterative optimization algorithms, such as the bio-inspired
bacterial foraging optimization (BFO) [25], to realize automatic building detection. However,
experiments showed that in several test cases, some road segments and bridges were errone-
ously detected as buildings currently [14].

Though building detection can be treated as a typical segmentation task, it can also be
treated as a recognition task. In recent years, machine learning approaches are evolving
exponentially [15]. In multimedia event detection (MED) [8, 9, 33], object recognition [19]
and motion detection [10], many machine learning methods have been adopted and guarantee
desired performance [6, 20]. Machine learning approaches also have been shown to be
successful in addressing building detection with high accuracy and high robustness. Further-
more, these approaches need user interaction in the training stage only, and are fully automatic
in the detection stage. There has been a significant amount of past work on classification and
segmentation of remote sensing imagery using machine learning. For a recent review, please
refer to [4, 12].

Vakalopoulou et al. propose a supervised building detection procedure based on the
ImageNet framework, while integrating certain spectral information by employing multi-
spectral band combinations into the training procedure [30]. The building detection was
addressed through a binary classification procedure based on support vector machine
(SVM) classifier. The experimental results indicate the quite promising potentials of this
approach. Making use of elevation data such as a digital surface model (DSM), Volpi et al.
propose a hybrid network that combines the pre-trained image features with DSM features
that are trained from scratch [31]. The hybrid network improves the labelling accuracy on
the highest-resolution imagery.

Adhering to the direction of finding an accurate and fast way of building detection, we
proposed a non-interactive two-stage approach. In the first stage, a sequence of intersections is
obtained by simple linear iterative clustering (SLIC) superpixel segmentation in the subsam-
pled orthophoto [1], and then building area is reserved roughly according to the classification
of intersections. In the second stage, the sequence of intersections is updated by SLIC in the
building area from original orthophoto, and then building contours is extracted in accordance
with the classification of intersections likewise. The key to achieve desirable results is the way
to describe and classify the features of the patches around intersections. In this paper, we
propose a compact binary descriptor, which is a hybrid bit string. This descriptor contains the
texture and similarity comparisons in L channel of LAB color space, and color comparisons in
A channel and B channel of LAB color space. In order to cooperate with the proposed
descriptor, we also realize a binary bag-of-features (BoF) classifier.

Experiments show that the proposed descriptor is not only computationally frugal, but also
accurate. Accordingly, the proposed approach is capable of achieving desirable results.

The remainder of this paper is organized as follows. Section 2 mainly introduces the
proposed binary descriptor and binary BoF classifier. Section 3 briefly introduces the proposed
two-stage building detection approach. In Section 4, experimental details and results are
presented. Lastly in Section 5, conclusions are presented.
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2 Compact descriptor and binary classifier

This section is split into three main subsections. The first subsection gives a brief introduction
to the related work of local feature descriptors, especially binary descriptors. The second
subsection describes the implementation details of the proposed compact binary descriptor.
The third subsection briefly introduces the binary BoF classifiers.

2.1 Local feature descriptor

2.1.1 Floating-point descriptors

Hu’s moment invariants as a shape feature is a milestone, which has been widely used for
feature description due to its scaling and rotation invariance [13]. Scale-invariant feature
transform (SIFT) is a benchmark for local feature description, because of its excellent
performance, which is invariant to a variety of common image transformations [21, 22]. The
SIFT descriptor is a 3D histogram of gradient locations and orientations. Location is quantized
into a 4 × 4 location grid, and the gradient angle is quantized into eight orientations, resulting
in a 128-dimensional descriptor. Speeded up robust features (SURF) is another commonly
used method performing approximately as well as SIFT with lower computational cost [3].
Like SIFT, SURF relies on local gradient histograms but uses integral images to speed up the
computation. Different parameter settings are possible but, since the 64-dimensional version
already yields good performance, that version has become a de facto standard. We proposed a
lightweight approach with the name of region-restricted rapid keypoint registration (R3KR),
which makes use of a 12-dimensional orientation descriptor and a two-stage strategy to reduce
the computational cost [17].

Though these local feature algorithms have obtained notable description capability when
there are large viewpoint and illumination changes, their additional processing to eliminate the
second-order effects brings much computational cost [18].

2.1.2 Binary descriptors

Recently, many efforts have been made to enhance the efficiency of matching by employing
binary descriptors instead of floating-point ones.

Locally binary pattern (LBP) builds a Census-like bit string where the neighbor-
hoods are taken to be circles of fixed radius [23, 24]. However, LBP translates the bit
strings into its decimal representation and build a histogram of these decimal values.
The concatenation of these histogram values has been found to result in stable descrip-
tors. The binary robust invariant scalable keypoints (BRISK) method adopts a circular
pattern with 60 sampling points, of which the long-distance pairs are used for comput-
ing the orientation and the short-distance ones for building descriptors [16]. In order to
compute the feature locations, it uses the AGAST corner detector, which improves
FAST by increasing speed while maintaining the same detection performance. For scale
invariance, BRISK detects keypoints in a scale-space pyramid, performing non-maxima
suppression and interpolation across all scales. Fast retina keypoint (FREAK) is another
typical binary descriptors inspired by the Human Visual System, and more precisely the
retina [2]. A cascade of binary strings is computed by efficiently comparing pairs of
image intensities over a retinal sampling pattern. Interestingly, selecting pairs to reduce
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the dimensionality of the descriptor yields a highly structured pattern that mimics the
saccadic search of the human eyes.

Binary robust independent elementary features (BRIEF) is a representative descrip-
tor which directly computes the descriptor bit-stream quite fast, based on simple
intensity difference tests in a smoothed patch [5]. It uses a sampling pattern consisting
of 128, 256, or 512 comparisons, with sample points selected randomly from an
isotropic Gaussian distribution centered at the feature location. BRIEF descriptor often
cooperate with the efficient CenSurE detector. For its simple construction and compact
storage, BRIEF has the lowest compute and storage requirements. Rublee et al. further
proposed oriented FAST and rotated BRIEF (ORB) on the basis of BRIEF [28]. ORB
overcomes the lack of rotation invariance of BRIEF. It computes a local orientation
using intensity centroid, which is a weighted averaging of pixel intensities in the local
patch assumed not be coincident with the center of the feature [26]. In addition, it
also uses a learning method to obtain binary tests with lower correlation, so that the
descriptor becomes more discriminative accordingly.

2.2 Proposed binary hybrid descriptor

Aerial orthophotos include not only texture information, but also color information. The
buildings appeared in orthophotos is distinctive for their geometric features and color features.
Hence, we build the descriptor on the premise of making full use of color information. In order
to reduce the computational burden, the proposed BUT descriptor was formed by a set of bit
tests.

2.2.1 Orientations

Inspired from ORB, we use a simple but effective way to compute the patch orientation, i.e.,
the intensity centroid [26]. The intensity centroid assumes that the intensity of a patch is offset
from its center, and this vector can be treat as an orientation of the patch. Thus we can define
the moments of a patch as follows

mpq ¼ ∑x;yx
pyqI x; yð Þ; ð1Þ

and with these moments, we may find the centroid as

C ¼ m10

m00
;
m01

m00

� �
: ð2Þ

We can construct a vector from the center O, to the centroid C. Accordingly, the orientation
of the patch is

θ ¼ atan2 m01;m10ð Þ; ð3Þ
where atan2 is the quadrant-aware version of arctan.

To improve the rotation invariance of this measure, we make sure that moments are
computed with x and y remaining within a circular region of radius R. In our experiments, R
is empirically set to 15, which is the same with the radius size of standard ORB.
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2.2.2 Descriptor

The proposed descriptor is a hybrid bit string description of an image patch. It contains four
sets of binary intensity tests. For a smoothed image patch P, the binary test τ1, which describes
texture feature, can be defined by

τ1 P; a; bð Þ ¼ 1 PL að Þ < PL bð Þ
0 PL að Þ≥PL bð Þ

�
; ð4Þ

where PL(a) represents the intensity of point a in L channel of patch P. Another binary test τ2,
which describes similarity, can be defined by

τ2 P; a; bð Þ ¼ 1 PL að Þ−PL bð Þj j < S
0 PL að Þ−PL bð Þj j≥S ;

�
ð5Þ

where S is the similarity threshold. In our experiments, S is set to 5. The binary test τ3 and τ4,
which describes color information, can be defined by

τ3 P; a; bð Þ ¼ 1 PA að Þ þ PA bð Þð Þ < CA

0 PA að Þ þ PA bð Þð Þ≥CA
;

�
ð6Þ

τ4 P; a; bð Þ ¼ 1 PB að Þ þ PB bð Þð Þ < CB

0 PB að Þ þ PB bð Þð Þ≥CB

�
; ð7Þ

where PA(a) and PB(a) represent the intensity of point a in A channel and B channel of patch P
respectively, and CA and CB represent the color threshold of A channel and that of B channel
respectively. In our experiments, CA and CB are both set to 255.

Finally, the proposed hybrid feature of patch P can be defined as a vector of 4 × n binary
tests

f n pð Þ ¼ ∑0≤ j<4∑0≤ i<n2
n� jþiτ j P; ai; bið Þ: ð8Þ

Here, the test pairs (ai, bi) are selected in accordance with the Gaussian distribution around
the center of the patch, and n = 256.

2.3 Binary BoF classifier

Image classification is a process classifying images based on their features [7]. In the proposed
building detection approach, bag-of-features (BoF) model is adopted to handle the classifica-
tion task of intersections [29].

Owing to its simplicity, robustness and notable performance, BoF model is successfully
applied to object and natural scene classification. Originally, the idea is derived from ‘bag of
words’ representation for text categorization [32]. By extracting representative words in the
training set of numerous sentences, a dictionary is formed and a meaningful sentence is
substituted by the frequency of occurrence of the words in the dictionary, which is regarded
as a ‘bag’. When a new sentence comes, it can be coded by the dictionary and classified into a
specific category by computing its similarity with trained ‘bags’.
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In order to predict the categories of the proposed binary descriptor, we realize a
binary BoF classifier. The binary BoF model can be divided into four parts, including
patches description, codebook and bags formation, distribution of codewords compu-
tation and test samples classification. Given a collection of binary features, codebook
(or dictionary) is formed by performing k-means clustering algorithm, where k is the
size of codebook. While in text retrieval the dictionary size emerges naturally from
the training codebook and the subsequent dimensionality reduction techniques, in the
visual case, how to choose the best dictionary size is an open research issue. In our
work, the dictionary size is chosen empirically, and an explicit effort to keep it small,
since large dictionary sizes have an important impact on processing time. Codewords
are then defined as the centers of clusters. Thus descriptors in each training patch can
be coded by hard assignment to the nearest codeword, yielding a histogram n(wi, dj)
counting the frequency of occurrence of each codeword, where wi denotes the ith
visual word in the k-size dictionary, and dj is the jth category. The histogram is
treated as a ‘bag’. We use Bayesian approaches to model the distribution of
codewords. The choice of a linear kernel is motivated by the fact that it normally
suffices to keep high accuracy for binary codewords. After representing a test patch as
a histogram, the most similar training histogram can be found by calculating Ham-
ming distance, and corresponding category label of the patch is also returned.

3 Two-stage building detection approach

For the reason that the buildings appeared in orthophotos are of a variety of colors and shapes,
man-made non-building structures, such as park trails and highways are usually similar to
building roofs. In order to reduce the erroneous detection, we propose a coarse-to-fine
framework, which contains two major stages. The flow chart of our building detection
approach is shown in Fig. 1.

Load orthophotos 

Convert to LAB color space

Segment using SLIC

Build a subsampled image

Obtain intersections 

Eliminate errors

Reserve building area

Classify intersections

Convert to LAB color space

Segment using SLIC

Updates intersections

Eliminate errors

Extract building contours

Classify intersections

Stage I: Building area detection

Stage II: Building contours extraction

Draw results

Fig. 1 The flow chart of the proposed building detection approach
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3.1 Building area detection

The purpose of the first stage is to find the rough building area from a subsampled orthophoto.
The original orthophoto is resized to a subsampled one with the pixel resolution of 1.0 m/pixel.
We convert the subsampled orthophoto from RGB color space to LAB color space, in order to
effectivelly make use of texture details and color channels. Then, the subsampled orthophoto is
super segmented by SLIC, and obtain a sequence of intersections. Thus we can extract the
local features of the intersections employing the proposed hybrid descriptor, and classify the
intersections into two categories using the above-mentioned binary BoF classifier.

One category is non-building intersections, such as the intersections located in forest and
road. The other category is building intersection, including the intersection located in roof and
around building edge. Eventually, the approximate area of the building can be obtained
according to the categories of the intersections, and the rough building area can be reserved
by fitting a rectangle. Most erroneous classification can be discarded due to a constraint of
minimum area pixels.

(a) (b) (c) (d) 

(e)  (f) (g) (h) 

Fig. 2 Original patch and the proposed binary descriptor
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3.2 Building contours extraction

The basic modules in this stage is similar to the first stage. We convert the building area
detected through stage I from RGB color space to LAB color space in the original orthophoto,
and then update the sequence of intersections by SLIC likewise. In this stage, the intersections
are classified into three categories. One category is the non-building intersections, another
category is the intersections located on the building edge, and the other category is the
intersections located in roof. Therefore, we can extract the building contours accurately
according to the categories of the intersections.

4 Experiments

4.1 Performance of description

In this subsection, we mainly focus on evaluating the performance of the proposed descriptor.
We have built a test library with 10 large-scale aerial orthophotos, in which various types of
buildings are included. The spatial resolution of these aerial orthophotos is 0.2 m per pixel.

All orthophotos are segmented using SLIC, in which the density of seeds is 1600 pixels.
Therefore, we can obtain thousands upon thousands intersections of superpixels. In each test,
we randomly select 500 intersections, and generate patches around the centers of the selected
intersections. Each patch is at first described using SURF and the proposed binary descriptor.

Figure 2 shows the original patches and the corresponding binary descriptors. The size of
each original patch is 31 pixels × 31 pixels. The orientation of the proposed binary descriptor is
computed by intensity centroid method, and is drawn is the patch. For the proposed binary
descriptor consists of four 256-bit binary string, the descriptor can be depicted as a 32 pixels ×
32 pixels binary image with four 16 pixels × 16 pixels blocks. In Fig. 2, (a) to (d) are obtained
from non-building intersections, (e) to (f) are obtained from building edge, and (g) to (h) are
obtained from building roof.

Figure 3 shows the Recall- (1-Precision) curve, in which asterisk (*) stands for the
proposed method, and plus (+) stands for the SURF + BoF. Namely, SURF descriptor

Fig. 3 Performance evaluation through Recall- (1-Precision)
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is classified by a classifier which is pre-trained using a standard BoF, and the proposed
descriptor is classified by the binary BoF classifier. Red curve shows the accuracy of
building roof intersections, blue curve shows the accuracy of non-building intersections,
and green curve shows the accuracy of building edge intersections. Experiments show
that the classification accuracy of the proposed descriptor outperforms SURF + BoF in
most cases.

Fig. 4 The major stages of the proposed approach
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4.2 Performance of building detection

Figure 4 shows the major stages of the proposed building detection approach and SURF +
BoF. In Fig. 4, (a) is the original orthophoto, (b) is the classification results in stage I, (c) is the
detected building area in stage I, (d) is the classification results in stage II, (e) is the extracted
building contours, and (f) is building contours extracted using standard SURF + BoF. The
experiments show that the contours extracted using the proposed approach is more reliable
than SURF + BoF.

Figure 5 shows the building contours extracted using the proposed approach on two
orthophotos. Figure 6 shows the Intersection over Union (IoU) test results on another three
orthophotos. The Area of Overlap is the area of overlap between the extracted building
contours and the ground-truth building contours, and the Area of Union is the area
encompassed by both the extracted building contours and the ground-truth building contours.
In Fig. 6, the Area of Overlap is covered by a green mask, and the Area of Union is covered by
a red mask.

Fig. 5 The building contours extracted using the proposed approach

3348 Multimed Tools Appl (2018) 77:3339–3351



IoU score can be computed via

IoU ¼ Area of Overlap
Area of Union

: ð9Þ

In Table 1, compared the IoU scores and time cost between the proposed approach and
SURF + BoF on the original orthophotos of Figs. 4 and 5. The experiments show that the
average IoU score of the proposed approach is 2.14% higher than SURF + BoF, however the
time cost of the proposed approach takes only 52.6% of SURF + BoF.

Fig. 6 Comparison of the Intersection over Union test
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5 Conclusions

Benefiting from binary description and making full use of texture details and color channels,
the proposed descriptor is not only computationally frugal, but also accurate. Accordingly, the
proposed two-stage building detection approach achieves desirable results. In future, deep
learning technology will be employed to improve the accuracy of building area detection and
to considerably reduce the time cost.
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