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Abstract This paper presents an accurate saliency detection algorithm customized for 3D
images which contain abundant depth cue. Firstly, depth feature is calculated based on
the sharp regions’ positions within the focal stack. Then, we compute the coarse saliency
map by subtracting the background region from the all-focus image according to the
depth feature. Finally, we employ the contrast information in the coarse saliency map to
obtain the final result. Experiments on light field dataset demonstrate that our approach
favorably outperforms five state-of-the-art methods in terms of precision, recall and F-
Measure. Moreover, the depth feature is validated to be a valuable complement to
existing visual saliency analysis under the circumstance that the background regions
are complex or similar to salient object regions.

Keywords Saliency detection - Depth feature - Background region - Light field

1 Introduction

Saliency detection [2], which aims to detect the salient attention-grabbing objects in a
scene and segment the whole objects thereby represent and describe the object regions in
characteristic features, has been a hot topic for nearly 20 years since it is an indispens-
able stage in computer vision tasks including object-of-interest image segmentation [12],
image retrieval [23], object recognition [24] and retargeting [14]. However, almost all of
methods are for 2D images. With the rapid development of visual reality technique, an
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increasing number of 3D images is arising. New techniques aiming at processing
stereoscopic images are urgently needed to arise. Therefore, this paper presents an
accurate saliency detection method on 3D images. The concept of saliency detection
was first proposed by Itti et al. [13] in 1998, whose followers continued his concept to
conduct saliency detection via local method. In addition, Itti’s center-surround operation
is typically center-prior based, which is simply less efficient in terms of computing
expense. Later, Hou’s spectral residual based approach [25] is characterized by low
computational complexity, while it has difficulty in dealing with sophisticated images.
Recently Zhang et al. [10] proposed the usefulness of surroundness for eye fixation
prediction by proposing a Boolean Map based Saliency model. These are typical saliency
detection approaches whose performance are excellent for 2D images.

The objective of this paper is to achieve high accuracy of saliency detection task on
stereoscopic images by the aid of exploiting the depth information. The images on which
we conduct saliency detection are light field images, which consist of depth cues and
exactly meet the demand of this paper. Compared with traditional 2D images, light field
images are characterized by the property of refocusing. After a range of post-processing,
a series of refocused images (shown in Fig. 1 (a), the regions surrounded by black
windows are clear and focused arcas) are available, which is the focal stack. The
foreground and background regions are separated based on the locations of sharp regions
(illustrated in Fig. 1 (b)). Besides, there is an all-focus image, all of whose pixels are
focused, i.e., both the foreground and background of the image is clear. The focal stack
and the all-focus image are our test images. Lots of existing methods focused on finding
features that can express the salient object better. Just like the image emotion prediction
in [30] shows, the emotions that are evoked in viewers by an image are highly subjective
and different. We try to make use of the background information offered by the focal
stack instead of analyzing the object information directly. Here are the procedures of our
approach. Firstly, the depth information of the input images is calculated via analyzing
the focal stack; and then background and foreground of the image are separated coarsely
through background prior and the coarse saliency map is obtained. Thereafter, the final
result is computed by calculating feature contrast globally based on coarse saliency map.
The pipeline of our method is illustrated in Fig. 1(c). The vital step is extracting depth
information.

In summary, this paper has the following contributions

1. It proposes a novel algorithm customized for light field images containing abundant depth
cue. By extracting the depth features hided in the focal stack of the light field image, our
method manages to accurately distinguish the background layers from the foreground.
The step insures the accuracy of the result. Our model creates a new perspective for
saliency detection, and achieves the state-of-the-art performance;

2. The texture feature contrast is employed in our method, which is seldomly exploited in the
previous algorithms. We avoid the center prior since salient objects usually appear at the
image border, and it is not a universal prior.

The remainder of this paper is organized as follows. Section 2 introduces a brief review of
the previous work related to existing saliency detection models and that based on 3D images.
In Section 3, we elaborate our algorithm in detail. We provide experimental results for real
images in Section 4. Lastly, concluded remarks are made in Section 5.
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Fig. 1 a Focal stack. b The depth feature of focal stack. ¢ The framework of our method

2 Related work
2.1 The existing saliency detection models

Since saliency detection was presented by Itti et al. [13] in 1998, the concept has
attracted lots of attention. It is an indispensable stage for lots of image processing tasks.
For example, the applications of saliency maps consist of object aware image retargeting
[11], image editing techniques [8, 15], and object detection [6] and etc. In the early time,
researchers were influenced deeply by Itti, so they were used to compute the center-
surround contrast. Nevertheless, the conspicuous objects are quite different in different
scenes, which makes it difficult to fix a universal model. Hou [25] provided a new
perspective for saliency detection. He put forward the new way creatively to locate the
background regions first; thus the salient region is obtained after subtracting the back-
ground from the image. Inspired by the background prior, many methods are proposed,
such as [27, 31]. These methods using background prior knowledge inevitably assume
that the boundary regions belong to background regions. However, some fail to find the
whole salient object when there are foreground noises in the boundary regions. Thus, the
background prior is not universal though it works well in many cases. Some comple-
ments are needed to achieve high accuracy.

Visual saliency can be viewed from other perspectives. Contrast-based methods are
the most popular ones. Local contrast can be used to detect low-level saliency [13], and
global contrast such as color contrast [16] could suppress the background better. Recent-
ly, the combination [20] of local and global contrast has been represented and the result
shows high accuracy. However, these are approaches for traditional 2D images. In the
next subsection, we will discuss the methods for 3D images.
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2.2 3D image based saliency detection methods

As noted in [1], human beings live in a three-dimensional real world, where stereoscopic
information makes it easier to locate the objects we are interested in. In the last few years,
researchers have exploited depth cues from the input images with their disparity images [28]. It
combined the global contrast and the salient measure computed from domain knowledge in
stereoscopic photography. The result of this method is not as good as the state-of-the-art
methods, for the fact that some prior knowledge such as background prior is not utilized.
Besides, the performance of the method depends highly on the quality of the disparity map.
Zhao et al. [29] proposed a feature fusion method based on multi-modal graph learning for
view-based 3D object retrieval, which used several visual features to conduct feature fusion
and the final result is satisfactory. In the paper, we also utilize feature fusion after locating the
foreground regions in order to obtain accurate results.

With the rapid development of light field cameras, such as Lytro and Raytrix, the merits of
light field images have attracted an increasing number of researchers. Meanwhile, light field
imaging offers new possibilities for many computer vision tasks which are confronted with the
bottleneck. The light field data benefit saliency detection in various ways [19]. Firstly, light
field images could be refocused to any depth of the scene, which could provide both depth and
focus cues. Secondly, the focus cues could be transformed into depth cues through a series of
steps. This is the core of our method. Li [19] uses the light field images’ focusness measure to
detect salient regions. However, there are some shortcomings of this model: firstly, center prior
is not always effective since salient objects do not always appear at the image center [27].
Moreover, global-based color contrast manipulation is far from enough. Some saliency maps
of [19] could not distinguish the salient regions from background when their appearances are
similar. In our method, we introduce the feature descriptor Local Binary Pattern histograms
(LBP) [18] into the contrast operation. The performance of our method achieves much higher
accuracy because LBP is a classical texture detector and it is an effective complement to color
contrast. In this paper, we exploit the depth feature of the input 3D images to represent the
salient regions accurately. As described in [5], humans fixate preferentially at closer depth
ranges, i.e., objects popping out from the screen tend to be salient [28].

3 Accurate saliency detection based on the depth feature of 3D images

The proposed approach is an accurate saliency detection based on the depth feature of 3D
images. This section will explain the method in detail. The input images of our algorithm are
focal stack (depth numberd =1, 2, ..., L) and the all-focus image. The focal stack images are
utilized to obtain depth information, and thereby extracting background regions. Accordingly,
the background regions in the corresponding all-focus image are obtained. Next, saliency maps
are computed based on feature contrast manipulation.

3.1 Extracting depth information from the focal stack

From Fig. 1(a) we can see, the location of the clear region is moving from front to behind as
the number of depth slice increases. In the recent light field-based saliency detection work
[19], the focusness is measured by analyzing the image statistics in the frequency domain.

However, traversal operations with the sliding window is not efficient enough. In this paper we
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employ the gradient operator to measure clarity of the region. Let (j, k) denote the pixel in the
image from the focal stack.j=1,2, ..., w; k=1,2, ..., h (w, h are the width and height of input
image respectively). Gray (j, k) is the grayscale value of the pixel (j, k) calculated by weighting
the RGB value of (j, k):

Gray(j, k) = R(j, k) x 0.299 + G(j, k) x 0.587 + B(j, k) x 0.114. (1)
Next, gradient value of the focal stack image along the coordinate axis x is computed as:

Gray(j,k+ 1) = Gray(j,k) , k = 1
Gray(j, k) — Gray(j,k—1) , k = end

G:(/ k) = Gray(j, k + 1)—Gray(j, k—1) o 2)
2 , otherwise
Then sharpness matrix could be defined as:
G(j.k) = /G20 k) +G,2(.k). 3)

G,(j, k) represents the gradient value along coordinate axis y. Next we compute the
sharpness for each region ri using:

1 .
G(ri) = er (j,kz):er,- G(]v k)v (4)

where N,, is the number of pixels within the region 7i. Next, we calculate the sharpness of the
image horizontally and vertically:

1 & .
D= 5 /‘;1 G(j, k)
w  h
A=2 ¥ G(j.k)
Jj=1k=1

There is little change in each row at some of the background areas, such as the ground. Thus,
the average operation hardly influences the sharpness of the background regions. Thereafter, we
utilize Gaussian filtering to select the image whose clear region is background, such as the last one
in Fig. 1(a).

_ley)?
Gauss(x) = l—exp 27
e + 14, ; (6)
2

Hy =

where /1. represents the center coordinate of j(or k) and u, is the peak location of DjorDy). o
controls the band width of the filter. Therefore we could compute the background measurement:

BM = (Gauss(j)-D; + Gauss(k)-Dy)-exp (an) (7)

where 7 represents the influence of the depth. The value of background measurement is ranging
between 0 and 1. The layer with the highest background measurement is chosen as the back-
ground layer. The sharpness matrix of background layer is denoted asGp(r).
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3.2 Detecting the foreground regions coarsely

Now, we use the sharpness measure of the selected background layer to distinguish the
foreground from background regions in the all-focus image. By means of the mean-shift
algorithm [7], the all-focus image is segmented into N superpixels 77, i = 1, 2, ..., N. Here we
utilize the object-biased Gaussian model to analyze the background layer. Therefore back-
ground cue is computed as:

(r=ro)?

BC(r) = Galr): (1—ex1; )

(8)
< G)
o= ; >G(r;)

where Gp(r) represents the region sharpness of the background layer, 7 is the superpixel. 7o
denotes object center derived from the region sharpness G(r;). Thereafter, we threshold
background cue to separate foreground from background regions in the all-focus image.
Virtually the original saliency map has been obtained yet, though the pixel values are binary.

3.3 Conducting feature contrast manipulation between foreground and background

Feature contrast is exploited extensively in saliency detection models such as [16, 31].
However, nearly all of the methods extract color (RGB and CIELab color features) and
location feature descriptor. While texture feature descriptor is seldomly utilized. In this paper,
we employ both color (RGB pixels) and texture feature (the Local Binary Pattern histograms
[18]) to further represent salient regions within an image. The feature contrast is based on the
coarse saliency map, i.e., to compute the contrast between foreground and background regions.
F(r)represents the R, G and B values of the selected foreground regions respectively. F(r)
represents the corresponding R, G and B values of background regions respectively. After
calculating the color distance between F(r) and F(r), they are added together to get the final
color contrast c(r, 7).

2

g ©)

c(r, r/) = 3 F(r)*F<r/)

Fe{R.G.B}

where 7 denotes the salient region and »’ denotes the background region. For each r, we
calculate ¢ (, »’) with respect to all the background regions in R, G and B channels. Then we
use harmonic variance to better express color contrast:

H(@:K(ﬁ L)l. (10)

=1 C(I’, I’/)

Where K denotes the number of background regions.
Next we use the texture feature descriptor Local Binary Pattern histograms (LBP) to
express the texture disparity. According to [18], we construct an LBP histogram for each
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superpixel, i.e., a vector of 59 dimensions ({/;}, i = 1, 2, ...59, where 4; is the value of the i-th
bin in an LBP histogram. For each foreground region r, the texture contrast is computed with
respect to all the K background regions in the following:

1(r) = Z [ (r)=hi(r ) - (11)

ND

Where {#;} is a 59-dimensional matrix which records the texture feature of the image. Np is 59.
Based on the above analysis, we linearly combine color contrast with texture contrast:

Con(r) = (1=p)-H(r) + p-t(r). (12)

Where psuppresses background pixels to be detected. If p is large, the background pixel
values cannot be suppressed successfully.

3.4 Obtaining the final saliency map

The final saliency map is an optimized map of (12). The weight is computed by the
background measurement.

S(r) = [(I—Gauss(j))-Dj + (l—Gauss(k))-Dk] -con(r)-a, (13)

where « is a constant between 0 and 1.

4 Experimental comparisons

We conducted the saliency detection experiment on the light field dataset provided by Li et al.
[19]. The dataset contains 100 light field images. To compare with previous approaches, we
use all-focus images as input to run their open source code. We compared with 5 state-of-the-
art methods including algorithms based on spectral residual (SR [25]), Frequency-Tuned (FT
[21]), Context-Aware SaliencyDetection (CA [22]), Low Rank Matrix Recovery (LR [26]) and
Saliency Detection with Multi-Scale Superpixels (MS [17]).

4.1 Parameter setting

Based on the saliency detection algorithm proposed in Section 3, we have conducted
experiments utilizing light field (LF) image whose size is 360 x 360. According to the
size, some parameters in Section 3 could be determined here. In our algorithm, since we
make use of background prior to separate the foreground and background regions in the
all-focus image, the important step is to select the background layer in the focal stack.
From Fig. 1 (a) we could see, if the layer is deeper in the focal stack, its boundary
regions are sharper. Thus the background layer could be selected by high-pass filter,
which is illustrated in eq. 6. The parameter o controls the band width of high-pass filter.
In order to filter the foreground regions which are not sharp in the background layer and
maintain the remaining regions as much as possible simultaneously, ¢ should be some-
how smaller than the length of the image. Consequently, we set o as 40, which is also
smaller than the size of estimated salient object. By means of the high-pass filter, we
could obtain the background measurement which represents the possibility that a layer is
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background layer. In eq. 7, ddenotes the number of layer in the focal stack and L denotes
the total number of layers. Since almost all the focal stacks have around 10 layers, we
select 7 as 10 empirically. (see Table 1).

After determining the background layer, then we need to leverage it to distinguish the
salient regions from background ones in the all-focus image. As a matter of fact, the
region division of the background layer is consistent with that of all-focus image.
According to eq. 4, the region sharpness of background layer could be represented as
Gp(r), whose sharpness values are larger in the boundary regions. Here we adopt the
location prior to help in selecting the background regions, since the salient object tend to
be located at the center of the image without touching the image boundary. As shown in
eq. 8, we also choose High-pass filter to obtain the background cue. Here, o, controls the
band width of high-pass filter and we set it as 0.25%w in order to make the boundary
regions to be detected as background. In fact, when salient object is not located at image
center, the choice could also ensures the accuracy of the detection.

After thresholding background cue, the original foreground areas are located simply.
Then feature contrast manipulation including RGB color and Local Binary Pattern
histograms between foreground and background will be conducted. Hence feature con-
fusion should consider the proportion between these two features. In our implementation,
when color contrast is dominant in the process of feature fusion, the final result is better.
Consequently, we set the parameter p as 0.05 thereby emphasize the effect the feature of
color contrast.

4.2 Evaluation metrics

In this paper, we utilize both qualitative and quantitative comparisons to demonstrate the
accuracy and robustness of our algorithm. Firstly, qualitative comparisons contain the
visual contrast of final results, the efficiency of depth feature and texture feature,
Comparisons with previous method based on light field, and the performance of edge
detection. These comparison results are conducted by the vision of human thereby are
intuitive. Thereafter, if the difference is far from obvious, the qualitative comparison
result is not accurate. Accordingly, quantitative comparisons are necessary since the
comparison results have specific values. There are three popular quantitative metrics
for saliency detection: Precision, Recall and F-Measure. Besides, Mean absolute error
(MAE) and Running time are also adopted to illustrate the accuracy of our approach.
Next we will introduce these metrics in detail.

o sum(S, GT)
precision = ———————
sum(S) (14)
i sum(S,GT)
recall = ——————
sum(GT)
Table 1 Parameter setting in experiments
Equation (6) 7 ®) (12)
Parameter o n o, p
Value 40 10 0.25%w 0.05
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where sum means the sum of pixels whose values are 1. (S, GT) represents the and-
operation of saliency map and the corresponding ground truth.
(1 + [)’2)~precision-recall

Fs= , 15
7 [*precision + recall (1)

where /3 controls the weight of precision value. In our implementation, 5°=0.4.

As usual we take the P-R curve and F-Measure curve as the measure to evaluate our method
with other five methods. These two curves (in Fig. 6) are illustrated by changed-threshold,
whose threshold is between 0 and 255. Moreover, another fixed-threshold segment experiment
is conducted in order to obtain the P-R-F-measure histogram (in Fig. 7(a)).

MAE is adopted as another evaluation criterion [9]. It is defined as the average pixelwise
absolute difference between the binary ground truth GT and the saliency map S:

MAE = 3 S IS0 K)-GT( K. (16)

j=1k=1

4.3 Qualitative results

Visual comparison of different saliency detection algorithms vs. our algorithm We
demonstrate some results generated by six methods for qualitative comparison in Fig. 3. From
left to right are input image, SR (Spectral Residual), FT(Frequency-Tuned), CA(Context-
Aware Saliency Detection), LR(Low Rank Matrix Recovery), MS (Saliency Detection with
Multi-Scale Superpixels), our method and ground truth. Our method could highlight the salient
object integrally, which is a considerably challenging problem for previous methods such as
CA and MS. Figure 2 demonstrates that performance of our algorithm is much better when the
input image is characteristic of the foreground/background similarity. For instance, in the 3rd
row, only our approach can distinguish the blue paper flower from background. And the 2nd

(a) Source (b) SR (¢) FT (d)ca (e) LR ) Mms (g) Ours (h) GT

Fig. 2 Visual comparison of different saliency detection algorithms vs. our algorithm. a Input image. b SR [25].
¢ FT [21]. d CA [22]. e LR [26]. f MS [17]. g Ours. h Ground truth
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row could also prove that our algorithm does better than the other methods under the
circumstances of complex background textures. The previous methods such as SR and FT
are not able to highlight the salient regions. The results of SR are blurry and some local
contrasts are detected (shown in Fig. 2 (b)). FT could not suppress the features which appear
frequently (illustrated in Fig. 2 (c)). Like other early models, CA exactly highlights the edge of
salient objects rather than the whole salient objects. Although MS works well with lots of
scenes, the results in Fig. 2 (f) are blurry and indistinguishable.

The efficiency of depth feature and texture feature The key step of our method is
extracting depth feature, which ensures the detection of salient objects in complicated scenes.
Furthermore, texture feature is also an efficient assistance when tackling these problems. Some
comparisons of results with and without texture feature descriptor are illustrated in Fig. 3. It
shows that the LBP descriptor helps to improve the performance considerably. As shown in
Fig. 3, the stuff above the door is wrongly highlighted without LBP descriptor. The 4th column
illustrates the results calculated via absorbing Markov chain [3]. For simple input images (the
2nd row), the state-of-the-art method MC works better than ours. However, the reason is that
there are only 3 depth layers in the second input image, i.e., the depth of this input image is
shallow. The depth information is less useful under the circumstance. As for the 3rd row in Fig.
3, there are 11 layers in the focal stack. So the traditional approach works worse than our

(@) (b) (c) (d) (e)

Fig. 3 Saliency maps with/without texture feature extraction. a Source image. b Output with texture feature. ¢
Output without texture feature. d MC [3]. e Ground truth
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method. Therefore, in most cases, it is essential to utilize depth feature in order to detect the
salient objects correctly.

Comparisons with previous method based on depth information In Fig. 4 we compare
our method with LFS [19]. Results intuitively demonstrate that LFS could not suppress the
influence of disordered background, thus there are a number of regions with mid-level
saliency, which is unfavorable. However, our algorithm overcomes the shortcomings and the
saliency maps express the real saliency values well. For example, in the first row, the blue
flower could be detected successfully by our approach. While LFS could not handle the cases
with similar foreground and background. The reason could be concluded as follows. In the
process of leveraging depth information, we only calculate the background measure in order to
locate the background layer in the focal stack; while LFS computes the foreground cue
simultaneously thereby select the foreground layers. Nevertheless, the number of foreground
layers in the focal stack is not sure since it is corresponding to the size of salient area. In fact,
the formula FLS> 0.7 X max(FLS)is doubtful since the author tells nothing about the param-
eter 0.7. Thus, the foreground cue is inaccurate, which influenced the final result a lot. Besides,
the running time of LFS on 4 images is 23.59 s, while the time of ours on 4 same images is
6.20 s. The two algorithms were both tested on an Intel i5 3.10GHz CPU with 8GB RAM.

A discussion about edge detection Later we introduce the edge detection into our method.
The effects are favorable (see Fig. 5). The algorithm with edge detection could do better than
without it on the first two input images. However, for the last two input images, edge detection
could not suppress the background areas and our algorithm outperforms the edge detection
obviously. The reason lies in the own properties of edge detection. Since edge detection locates
and represents the pixels whose brightness changes violently. Of course, the boundary of
salient object will be detected. Whereas, the isolated unique regions belonging to background
could also be found by edge detection. Hence, it is inferred that edge detection could not
perform well on images with similar foreground and background. However, Fig. 5 (a) shows

==

(a) Source image (b) LFS (¢) Ours (d)GT

Fig. 4 Comparison of LFS and ours. a Source image. b The method based on light field [19]. ¢ Our method. d
Ground truth

@ Springer



14666 Multimed Tools Appl (2018) 77:14655-14672

Fig. 5 Comparison of ours and edge detection. a Input image. b Ground truth. ¢ Edge detection. d Ours

that if foreground and background have different colors edge detection would successfully

detects the right edges. Therefore, in order to obtain high robustness, we think the original
algorithm without edge detection better.
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Fig. 6 Average precision-recall curve and F-Measure curve in comparison with 5 state-of-the-art methods. The

black curve is our method. a Precision-recall curve. b F-Measure curve. The two figures show that our method
considerably outperforms other methods in precision, recall and F-Measure values
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Fig. 7 Quantitative comparison of saliency maps generated from 6 different methods on light field dataset. a the
comparison of P-R and F-Measure values. b the comparison of MAE values

4.4 Quantitative results

Precision-recall curve and F-Measure curve Since the saliency map we have calculated
is a grayscale image, not a binary one. Before the comparison with ground truth, the saliency
map should be transformed to binary segmentation of salient objects via thresholding the
saliency map with a threshold. Thus we obtain 255 binary masks, furthermore 255 pairs of
average P-R values of all the images included in the test dataset. Based on these data, the P-R
curve is pictured in Fig. 6(a). It shows that our method outperforms the others greatly. In
addition, the minimum recall values of our method are obviously higher than those of the other
methods, because our maps contain more pixels with the saliency value 255. Additionally, the
F-Measure is utilized to measure the quality of saliency map. Figure 6(b) shows the F-Measure
curve calculated based on the precision-recall values in Fig. 6(a).These two curves illustrates
that our algorithm performs the other five methods in accuracy. As for the F-Measure curve,
when the threshold is larger than 150, the blue curve that represents MS method is higher than
our curve. The reason is that the saliency maps obtained via MS have larger saliency values
than our saliency maps, which is clear in Fig. 2. However, that does not mean accuracy, which
could be demonstrated by another evaluation metric, shuffled AUC (sAUC) [4]. In Table 2, the
sAUC values are illustrated, which could prove the accuracy of our model further.

Notice that the Precision-Recall curve and F-Measure curve are less smooth than they
appear in conventional saliency works whose algorithms are tested on the datasets containing
more than 10,000 images. However, the light field dataset consists of only 100 images, so the
curves seem to be unsmooth. In the future work, we will test the algorithm on larger datasets in
order to improve its performance.

Besides, we adopt the fixed-threshold method to calculate precision-recall values and F-
Measure values. The segmentation threshold is twice the average value of the whole saliency
map. The performance is illustrated in Fig. 7(a).

Table 2 Shuffled AUC of 5 state-of-the-art methods vs. ours

Methods SR FT CA LR MS Ours

sAUC 0.52 0.58 0.64 0.67 0.69 0.78
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Table 3 Comparison of running time (seconds per image)

Method SR CA FT LR MS Ours
Running time(s) 0.09 76.41 0.12 20.19 5.11 1.13
Code Matlab Matlab Matlab Matlab Matlab Matlab

Mean absolute error MAE is illustrated in Fig. 7(b)). It is obvious that the MAE result of
our algorithm is the smallest compared with other five models, which demonstrates the high
accuracy of our model.

Running time In Table 3, we compare average running time on light field dataset with other
state-of-the-art algorithms mentioned above. We use the authors’ code for the other five
algorithms. All of the 6 algorithms are tested on an Intel i5 3.10GHz CPU with 8GB RAM.
It shows that our method is faster than CA, LR and MS method. The faster method is SR,
whose code contains only 5 sentences. However, SR could not handle the images with
complicated background and foreground. Consequently, considering both the accuracy and
the processing time, our approach has the best performance among all of the approaches.

5 Conclusion

In this paper, we proposed a saliency detection method tailored specifically for light field
images based on depth feature. In contrast with traditional methods, our approach performs
much better on 3D images. Through extracting depth feature hided in the focal stack, our
method locates the background layer accurately. This step insures the accuracy of the result.
Besides, the texture feature is extracted to improve the performance of contrast cues, which is
hardly made use of before. Compared with the 5 state-of-the-art saliency detection models
mentioned above, our method defeats them on light field image dataset with the help of depth
feature. This paper is to share the novel saliency detection algorithm for 3D images, which will
have broad prospect in the future. Achieving higher accuracy and robustness on other 3D
image datasets are left as future works.
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