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Abstract In this article, passive contrast enhancement detection technique is presented
using block based reciprocal singular value curve features. Contrast enhancement operation
changes the natural statistics of the image and variation in singular value curve is exploited
for constructing the feature vector for forgery detection. Various statistical features using
reciprocal singular value curve are extracted after multilevel 2-Dimensional wavelet decom-
position. Fisher criterion is employed to choose the most discriminating and to discard the
redundant features. Experimental results are presented using gray scale, G component and
C, image database and support vector machine classifier. Robustness against anti-forensic
algorithm and JPEG compression is also presented. The algorithm outperforms all the
existing feature based blind contrast enhancement detection methods in terms of detection
accuracy.

Keywords Image forgery detection - Passive contrast enhancement detection - SVD -
DWT - Reciprocal singular value curve
1 Introduction

Images are everywhere due to the widespread use of internet. Each minute, Instagram users
post a combined 48,611 photos and Facebook users upload 208,300 photos [23]. An average
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of 300 hours of YouTube videos are uploaded every minute. Large number of easy to use
image editing tools and extremely powerful yet cheap computational hardware have been
developed recently. Because of this, digital images can be created, doctored and distributed
easily.

Digital images have generally been accepted as proof of events in many areas including
law enforcement, insurance processing, forensic investigation, medical imaging, criminal
investigation, surveillance systems and journalism. Image forgery detection is an emerging
area to ensure the trustworthiness of images by examining change in the statistics due to
the forgery operation. Verifying the integrity of the image is important, as it can lead to the
creation of false memories [34].

Image forgery detection approaches are divided into two types. (1) Active image tam-
pering detection methods and (2) blind or passive forgery detection techniques which uses
received image only for assessing its authenticity [7, 16, 29, 33]. Active approaches involve
use of digital watermarking or digital signatures to insert secret information at the receiver
[1-3, 19-21, 24]. These methods require embedding of information (secret key) in the image
and it is verified at the receiver. Major difficulties with such methods are information needs
to be embedded before manipulation. Whereas, passive method uses received image only
for authentication (without any watermark or signature embedded). Passive methods exploit
artifacts resulting in inconsistencies due to the presence of the forgery. Common type of
forgeries are copy-move, splicing, resampling and image retouching.

In copy-move or image splicing doctoring, geometrical transformation and contrast
enhancement are very likely to be used in order to conceal the traces of manipulations.
Blind contrast enhancement detection method is proposed in this article based on reciprocal
singular value curve to reveal these forgeries.

Blind contrast enhancement detection algorithms are classified into two types: (a) sta-
tistical learning (feature) based blind contrast enhancement detection techniques and (b)
histogram based intrinsic fingerprint extraction which finds unique artifacts introduced due
to contrast enhancement operation [11, 38], pixel brightness transform [43] and exploring
inter-channel correlation [25]. First, recent statistical learning based approaches for blind
contrast enhancement detection are reviewed briefly.

Various feature based approaches have been proposed to detect contrast enhancement
(CE) blindly. In [4], passive CE detection approach to extract image descriptors independent
of original image content is proposed. Image doctoring detection technique based on the
neighborhood bit planes of the image is presented in [S]. In [8], Wavelet subband energy
and statistical features are computed using multilevel 2-dimension wavelet decomposition
for contrast enhancement detection.

CE detection methods using (1) binary similarity measures (BSMs) (2) image quality
measures (IQMs) and (3) higher order wavelet statistics (HOWS) are proposed in [6, 10]. In
[17], a method is developed using singular value decomposition (SVD) for image forgery
detection. Image rows/columns linear dependency is changed due to doctoring operation
and the derived features can be used to detect image manipulations.

Although the aforementioned detection algorithms are capable of detecting contrast
enhancement forgery, their computational complexity is high due to the large dimension
feature vector. In this paper, the properties of Reciprocal Singular Curve (RSV) are inves-
tigated for blind forgery detection. Traces of contrast changes are detected using RSV
features. Input image is decomposed by applying 2-dimensional Discrete Wavelet Trans-
form (DWT) into various subbands and L L subband is further divided into different block
size. RSV based statistical features are extracted using different block sizes and to choose

@ Springer



Multimed Tools Appl (2018) 77:14153-14175 14155

relevant features and to discard non-important features, Fisher criterion based feature selec-
tion approach is employed. Finally, image is classified as authentic or contrast enhanced
using support vector machine (SVM) classifier. The experimental results confirm the effec-
tiveness of the proposed method for blind image forgery detection. In addition to this, the
proposed algorithm is evaluated against robustness to JPEG compression and anti-forensic
algorithm.

The major advantages of the proposed technique can be summarized as: 1) good detec-
tion accuracy with low dimension feature vector (2) local feature extraction technique
resulting in better detection compared to other statistical learning methods (3) method
presented is independent of type of image resulting in similar detection accuracy when
compared between gray and G component images.

The structure of the paper is organized as follows. Section 2 presents the review of singu-
lar value decomposition and reciprocal singular curve. Proposed scheme for blind contrast
enhancement detection is described in Section 3. 2D-DWT is discussed in Section 4. Con-
trast enhancement detection and feature extraction process is discussed in Section 5. Fisher
criterion and SVM classifier configuration used for evaluation of the proposed algorithm is
presented in the Section 5. Section 6 summarizes the simulation results and finally, Section 7
concludes the paper.

2 Singular value decomposition

In linear algebra, the singular value decomposition (SVD) is one of the most powerful
matrix factorization technique used in signal processing applications. In image process-
ing, SVD is used to obtain diagonal matrix from the decomposed image. Singular values
are the ordered entries of the diagonal matrix. Few singular values with higher magni-
tude are enough to represent useful information of an image. SVD has been used in image
watermarking [32, 37], steganalysis [18, 31] and passive image forgery detection [17, 41].
In SVD transformation, a matrix A = [A; ;] of size N x N can be decomposed into the
product of three matrices, where 1 < i, j < n. SVD for a matrix A is represented as,

A=USvT 1)

where U and V are orthogonal matrices representing left and right singular vectors respec-
tively and S is a diagonal matrix with rank r. S singular values are the non-negative square
roots of the eigenvalues of AT A, denoted by o where,

S =diag (o1,02,...,0-,0,...,0) 2)
Singular value decomposition has following important properties [12, 26, 42]:

o1 >0p >03 >... >0, >0.
2 — D image luminance component is represented by singular values.
Small changes in the singular values will not result in larger variance variation of image.

n n
E=)Y |A;jP=) o 3

i,j=1 i=1

L=

Wang and Ping [41] proposed a blind resampling and interpolation detection method
using SVD. Singular value decomposition is used to analyze the statistical changes brought
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(a) Original image from (b) Contrast enhanced image (C) Contrast enhanced image
UCID database - Image A v =2, Image B v = 3, Image C

Fig. 1 Original and contrast enhanced images from UCID database

into the linear dependencies among image pixels. 44-D feature vector consists of the mean
and variance of the number of zero singular values at block level and index level are
extracted and SVM classifier is used for forgery detection. Various manipulations includ-
ing scaling (up-scaling and down-scaling), rotation, brightness, blurring and contrast are
detected using correlation among the rows and columns [17]. Mean of normalized singular
values of different block sizes (3 to 21) are used for feature extraction.

In this article, features of singular values are illustrated to investigate the contrast
enhancement operation. In this experiment, an original and two corresponding contrast
enhanced images are selected randomly from UCID database [36] which are depicted in Fig. 1.
In the Fig. 1, image A is an original image whereas image B and C are contrast enhanced
images with y = 1 and y = 2 respectively. Here, y is an exponent of a constant power
function used for the image contrast enhancement operation. The reciprocal singular value
curve of each image is plotted in Fig. 2 as a function of 1/SingularValue(i) (1/SV (i)).
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Fig. 2 Reciprocal singular value curves of the contrast enhanced images in Fig. 1
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(a,) Original image from (b) Contrast enhanced image (C) Contrast enhanced image
UCID database - Image A v = 0.2, Image B v = 0.6, Image C

Fig. 3 Original and contrast enhanced images from UCID database

As evident, the change in y is illustrated by the exponential fall-off of the reciprocal singu-
lar value curve. This is because of the nonlinear mapping of the image pixels due to contrast
enhancement operation.

Another example is shown in Fig. 3 which consists of original image A, image B and C
modified using ¥ = 0.2 and 0.6 respectively. Exponential fall-off of the reciprocal singular
value curve is observed in the Fig. 4 similar to Fig. 2. This change in the RSV is exploited to
detect the forgery operation. RSV based features are used earlier for steganlaysis [31] and
no-reference image quality assessment [35].

3 Proposed scheme for blind contrast enhancement detection

This section presents proposed scheme for blind contrast enhancement detection using
reciprocal singular value curve features and support vector machine classifier. Entire process
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Fig. 4 Reciprocal singular value curves of the contrast enhanced images in Fig. 3
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Fig. 5 Blind contrast enhancement detection scheme

flow of the technique is described in the Fig. 5. The method involves two steps: training and
testing (classification) step. During the training phase, RSV based statistical features from
training set images are extracted. SVM classifier is trained using these extracted features.
In the second step, statistical features are extracted from unknown test image and input to
the trained classifier model which is used to identify authenticity of the test image.

Main computational process for the blind contrast enhancement detection is explained
using the following steps:

Step 1:

Step 2:

In the first step, input training set of images in RG B (Red, Green and Blue) color
space of size 512 x 384 has been taken for the processing.

Input RG B image is pre-processed to obtain (1) grayscale image (2) G component
image and (3) C;, component image. Experiments are performed using all the three
types of images. Input RG B to gray scale image conversion is computed using,

0.2989 x R4 0.5870 x G +0.1140 x B “4)
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Step 3:

Step 4:

Step 5:

Three different types images are used to verify the effect of type of image on the
detection accuracy and to identify whether the presented scheme is biased to any
particular type of image.

Statistical feature extraction step consists of three different sub-steps. (1) Apply-
ing forward DWT (2) block division and (3) RSV based feature extraction.

Multilevel decomposition of input training image is obtained by applying for-
ward discrete wavelet transform resultingin Z € {LL, LH, HL, HH}. The LL
band is used for further processing as it provides useful information to exploit
contrast enhancement operation.

LL band is further subdivided into different block sizes. Here, four types of
block sizes are used, N = {8 x 8, 16 x 16, 32 x 32 and 64 x 64}. Higher detection
accuracy can be achieved using such kind of local statistical features.

From each block B seven features are extracted resulting in 7 x 4 = 28-D
feature vector. Detailed procedure of feature extraction is explained in Section 5.1.
The final feature vector based on RSV statistics is expressed as

F=[{f, fos oo os fidpy {1 fos s fidgys (1 f2r s Fibsys {fl,fz,---,f7}%])

To reduce the feature vector length and which in turn reduces the computation
time of the process, Fisher criterion based feature selection techniques is used.
Output of this step is most important feature subset consisting of 20 features F; =
{1, f2. ..., fa0}-

Support vector machine classifier model is generated by applying step 4 output.
While selecting best 20 features, SVM detection accuracy is considered.

Finally to validate the method, test image features are applied to the trained
SVM classifier to classify input image as doctored (contrast enhanced) image or
authentic image. The algorithm performance is measured in terms of sensitivity,
specificity and total detection accuracy (T) and is computed from (6)—(8),

Specificit N (6)
ecificity = ————
Py = TN T FP
. TP
Sensitivity = ———— @)
TP+ FN
TN+TP

= 8
TP+TN+FP+FN ®

T P represents the CE (manipulated) images detected CE, TN represents the
correct detection rate of original (unaltered) images, F' P represents the original
images detected CE and F' N represents CE images detected as original.

@ Springer



14160

Multimed Tools Appl (2018) 77:14153-14175

Algorithm 1 Pseudo code for feature extraction scheme

2

10
11
12
13
14

15

16

17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32

Input: Input RG B image, 1, f2
Output: Extracted features, F

1 Get the input RG B image f(x, y) of size 512 x 384

fx

, ¥)gray < Convert RG B to gray image using

0.2989 x R +0.5870 x G +0.1140 x B
F <0

for f(x, y)gray do

end

// DWT decomposition

Apply 2-level Haar DWT on f (x, y)gray to decompose it into four sub- bands LL,
LH, HL and HH.

//Extract LL subband

LL <« LL subband

// Divide into non-overlapping blocks, N = 8,16,32 and
64

Divide LL into N x N block size

//Perform SVD operations on all the N x N block

[U; S; ViI=SVD (B;), i=1,2,...,N

for N blocks do

//Compute image quality index

Y In(r—i) In(S1(i)) .
Qexp = S ne—int—i) ° B < SL@) < B2

//Compute standard deviation

o= kI T 516 —
//Compute mean

w= i S16))

//Compute variance

Var =134 (516) — w)?
//Compute entropy
Ent=—Y"%_, S1G) log(S1(i))
//Compute energy

Energy = Zf:l Sl(i)i2
//Compute second order central moment
CentMom =m; = E(S1(i) — )~

end

Compute average feature value for every N

// Combine into feature vector

F < Qexp +0 +pn+Var + Ent + Energy + Cent Mom

RETURN F

Pseudo code of the feature extraction scheme for blind contrast enhancement detection
is outlined in Algorithm 1 using gray scale images. Similar steps are followed for G and Cp,
component images.
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4 2-D discrete wavelet transform (DWT)

Discrete wavelet transform is an effective multiresolution analysis tool in the area of sig-
nal and image processing. Multiresolution analysis [30] involves decomposition of the
given input signal in four frequency channels of constant bandwidth on a logarithmic scale
using the property of translation and dilation. Using first level decomposition, an image
is decomposed into four subbands represented as LL, LH, HL and HH. LH (Low-High),
HL (High-Low) and HH (High-High) represent the finest scale DWT coefficients and LL
(Low-Low) stands for the coarse-level coefficients.

In two-level DWT, sub-image (LL) get decomposed into the approximation sub-band
(LL?2), the horizontal (LH2), the vertical (HL2) and the diagonal sub-band (HH2). Most of
the energy is contained in LL band of the decomposed input image and hence this LL band
provides useful band for feature extraction. From the LL sub-band coefficients seven types
SVD based features are extracted per block size.

5 CE detection using RSV

Change in the image statistics is illustrated by the exponential fall-off of the RSV curve as
described in Section 2. This exponential fall-off characteristics is extracted by using RSV
feature vector which can be used to authenticate the image. Feature extraction and selection
process is outlined in this section. As the image consists of heterogeneous regions, the input
image is decomposed into different size blocks and from each block features are extracted.

5.1 Feature extraction using RSV curve

No-reference image quality assessment based on RSV curve is proposed in [35]. The tech-
nique uses no reference quality index obtained from reciprocal singular value curve which
resembles inverse power function. The fall-off of the RSV curve characterizes the change in
contrast and hence can be employed to detect contrast enhancement forgery. The modified
image quality index is given by,

Z;:] In(r —1)In(S1(@))
Si_ynr—iyn(r—i)

where S1 is the singular value vector, r is the number of singular values and the parameter
B1 and B, are the thresholds. 81 and B, values will be discussed in experimental results
section. To avoid the loss of discrimination ability, range of singular values are considered
in this experiment. Smaller and higher singular values are removed using f.

In addition to this exponential RSV feature, six more features are extracted from the
singular values. In total seven features per block size are derived from this image quality
index after decomposing the image using 2-D DWT. After the experimental evaluation we
found that, contrast enhancement operation can be better investigated in case of block based
feature vector extraction. The technique uses various non-overlapping block size N x N.
Figure 6 shows feature extraction steps. The input image is first decomposed by applying 2-
D DWT. Selected L L band is divided into on-overlapping blocks of size N = 8, 16, 32, 64.
And finally, Q. features are extracted from these blocks. All the features are tabulated in
Table 1.

The mean (p) of all the singular values for each block size is computed as a second
feature. Standard deviation, entropy, energy and variance of all the block based singular

Qexp = .+ P < S1G) < B2 C))
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Input image

Forward
DWT
Low-Pass
Subband
8x8 16 x 16 32 x 32 64 x 64
Block Block Block Block
SVD SVD SVD SVD
features features features features

\

|

|

/

28-D feature vector

Fig. 6 Details of SVD based feature extraction approach

values are extracted as other features. As the presence of contrast enhancement operation
alters the energy of the image and to detect block based energy and variance features are

used.

5.2 Feature selection using Fisher criterion

Feature selection is an important technique used in pattern recognition and machine learn-
ing. The goal of feature selection approach is to find the best set of informative and
discriminating features from the large dimension input feature set. Feature selection results
in the reduction of data dimensionality by removing irrelevant and redundant features and
speeding up the classification process.

Table 1 RSV based features
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Input feature set Feature selection Output feature set

fi, fa5 -5 fas Fisher method

Fig. 7 Feature selection using Fisher approach

Feature selection techniques are classified into three types: filter, wrapper and embedded
[9, 22, 27]. Filter methods employ some statistical measures of the data for feature selection
and the process is independent of classifier. Wrapper techniques include a classifier in the
process of feature selection to choose the relevant features. Filter approaches are simple
and more general compared to wrapper. But, the classification accuracy of wrapper is better
than filter approach as it considers the prediction capability of classification algorithm. In
this article, Fisher based filter approach is used to choose the optimal set of features.

Feature selection process using Fisher index is illustrated in the Fig. 7. Feature selec-
tion maps the input N-dimensional feature space into M-dimensional optimal output feature
space, where M < N. In this experiment, 28-D feature vector is extracted using block
based SVD and then Fisher index is used to choose non-redundant feature subset. Finally,
20 features are selected and fed to the classifier (reduction by 28.58%).

Fisher feature selection criterion is employed to analyze the separability of input feature
set which is based on variance and means of data samples belonging to each class [28, 39].
Finally, based on the degree of separability called as Fisher Index subset of features are
selected. The variance value of the feature corresponding to one class should be as small as
possible. In addition to this, the mean of feature values for the input data of different classes
should be separated as much as possible for better discrimination. The higher the Fisher
index, the better the separability of the feature into different classes.

Let A and M be the two classes corresponding to authentic and manipulated image. Fea-
tures extracted from these authentic and manipulated image class is represented by feature
spaces F4 and F)y, respectively with dimensions D. In Fisher method, the Fisher index or
discrimination coefficient F 437 (f) is used for the assessment of the feature f to distinguish
between class A and M as,

_Apa(f) = pm ()l
Fan ) = = ¥ om () (1

where 4 and pp are the mean values of feature f in the class A and M respectively.
Standard deviations are represented by o4 and o)y for both A and M classes. Higher values
of Fisher index shows good separation capability of the feature f between the two classes.
Before applying Fisher feature selection, all the input features are first scaled to make
all the ranges comparable as the various features have different dynamic ranges. Consider

feature f having the range [ fiin, fmax]l- The the scaled feature f is obtained using,
f_ — f fmlﬂ (1 1)

f max — f min

5.3 Support vector machine (SVM) classifier

The Support Vector Machine is a powerful supervised classifier based on structural risk
minimization proposed by Vapnik [40] and Cortes [15]. SVM has been popularly used in
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pattern classification problem to find best separator between the two classes which are not
linearly separable.

In this article, SVM is used to classify the input image into two classes (authentic and
forged). Input data sample x is classified using SVM as,

f) =) aiyik(x, xi)+b (12)

i=1

where x; are the training data samples, class labels are represented by y; € {+1, —1}, k is
the kernel function (linear, Gaussian or radial basis), «; and b are the model parameters.

6 Experimental results and discussions
6.1 Experimental setup

The performance of RSV based statistical features to evaluate blind contrast enhancement
detection scheme is demonstrated in this section. For the experimental image database, 800
original RG B uncompressed images are randomly selected of size 384 x 512 from the
UCID [36] database. After RGB to gray scale conversion, contrast enhancement opera-
tion is carried out on 400 randomly selected images with different y values ranging from
{0.2,0.4, ..., 3}. Similar procedure is followed for G and C, component images. 70% of
the images are used for training the classifier and remaining 30% for testing.

6.2 Parameter tuning

As described in Section 5.1, RSV based statistical feature set of 28-D is extracted after two
level DWT decomposition. Four different block size B = {8, 16, 32, 64} is selected in this
experiment. For an image of size M x N, total number of blocks are computed as N B = %
blocks of size B x B. For example, in case of 32 x 32 block size, we have 192 such blocks
considering the input image size of 384 x 512. Haar DWT with two level decomposition is
employed.

To compute the image quality index feature Q.,, and the subsequent features, two
parameters are 31 and B, are important. No variations are observed when the singular value
is very small and very high for the reciprocal singular value curves of original (unaltered)
and contrast enhanced images. So, range of singular values are chosen to distinguish the
original from doctored image. Upper (8>) and lower (1) thresholds are imposed to select
medium singular values. After conducting several experiments 8; = 40 and 8, = 400 are
selected. These values resulted in better detection accuracy.

There are two important SVM parameters in RBF kernel function that directly affects
on the detection accuracy. These parameters includes (1) regularization parameter C and
(2) gamma (y) of the kernel function. Grid-search technique is employed using 10-fold
cross-validation to find out the optimal parameter values of RBF kernel function [13]. 10-
fold cross-validation is used to choose the parameters of C = {2_5 ,273 2 } and
y={2"1,2713 . 2.

Choosing optimum y and C is a challenging task and can be obtained by the n-fold cross-
validation technique. The grid searching algorithm steps of optimizing y and C is shown
in Fig. 8. Different combinations of pairs of (C, y) are tested and the one with the highest
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Fig. 8 The process of searching best y and C parameters by grid search algorithm for SVM classifier with
Radial Basis Function kernel

cross-validation accuracy is selected as the optimal parameter values (C, y) of RBF kernel
create training model. The implementation SVM is carried out using LIBSVM package
developed by Chang and Lin [13].

6.3 CE detection results using RSV statistical features

Sensitivity, specificity and total detection accuracy are the various performance measures
used to evaluate the detection accuracy of the algorithm. Total detection accuracy results for
all three types of images for various y values are shown in the Table 2. These results are
obtained using 28-D feature vector without applying feature selection. We found 93.48%
average detection accuracy in case of gray scale image, 92.39% in case of G compo-
nent image and 78.39% for Cj; image database. Gray scale resulted in highest detection
rate whereas, Cj, with the minimum detection accuracy. From the table it is also evident
that, detection accuracy is maximum in case of lower and higher y values. Whereas, it
decreases near y = 0.8. The statistical alternations at y = 0.8 are negligible and difficult
to detect these changes. Otherwise, for rest of the y values, the performance of the method
is satisfactory.

Figures 9 and 10 shows the scatter plots of various features of original and doctored
gray scale images. Figure 9 depicts scatter plot of original and contrast enhanced images
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Table 2 Total detection

accuracy (%) as a function of 14 Gray Scale G Component Cp

different y values
0.2 98.69 98.26 81.96
0.4 96.83 96.58 77.14
0.6 85.42 84.92 74.27
0.8 80.72 78.84 69.04
1.2 86.46 85.71 75.16
1.4 88.27 87.09 77.18
1.6 91.72 90.78 78.27
1.8 94.37 93.15 78.98
2 95.98 93.96 79.02
22 96.29 95.87 79.42
2.4 97.04 96.48 80.78
2.6 97.98 96.59 81.26
2.8 98.25 97.64 82.06
3 98.60 97.52 82.97

for Qcxp, mean and energy, central moments features. Whereas, standard deviation, vari-
ance and entropy, energy features are plotted in Fig. 10. It is observed that authentic image
features are clearly separable from the contrast enhanced image features.

10000

CenMoments
B D @
o o o
o o o
o o o

2000

e Authentic
O Doctored |4
-

,s‘!‘o
H

Energy

200 400 600 80 50 100 150 200 250 300
Mean Qexp

Fig.9 Scatter plot of original and contrast enhanced gray scale images for Q..,, Mean and Energy, Central
moments features
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Fig. 10 Scatter plot of original and contrast enhanced gray scale images for Standard deviation, variance
and Entropy, Energy features

6.4 Effect of feature selection

In order to acquire further insight into the role of the feature selection step, three different
types of thresholds are applied. Important discriminating features from input 28-D feature
set are selected using Fisher criterion as discussed in Section 5.2. 20 features are selected
using this step after obtaining normalized Fisher index. As Fisher measure is the ranking

Table 3 Effect of different

thresholds on average accuracy 4 T i) T3

(%) for different y values and

gray scale images 0.2 98.69 99.16 97.16
0.4 96.83 98.07 95.28
0.6 85.42 90.62 81.47
0.8 80.72 83.47 77.93
1.2 86.46 90.69 84.26
1.4 88.27 91.78 86.74
1.6 91.72 93.42 88.65
1.8 94.37 95.27 91.62
2 95.98 96.74 93.07
22 96.29 97.09 95.28
2.4 97.04 97.84 96.19
2.6 97.98 98.21 96.89
2.8 98.25 98.79 97.04
3 98.60 98.94 97.64
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method of feature selection, experiments are carried out by using three thresholds 77, T»
and T3.

When threshold is set as 77, all the features are selected resulting in similar detection
accuracy as described in Section 6.3 with 28-D feature vector. In second threshold 7>, all
input features having normalized Fisher index of greater than 10 are chosen as the best can-
didate feature subset. By applying threshold 75, 20-D feature vector is obtained (removing
8 features). Input features having normalized Fisher score of grater than 5 are selected by
setting third threshold 73, resulting in 23-D feature vector (removing 5 features).

Table 3 depicts effect of different thresholds on total detection accuracy (%) as a func-
tion of different y values for gray scale images. Average detection accuracy found was
93.48% for threshold 77, 95.02% for threshold 7> and 91.38% when threshold T3 is selected.
Results demonstrate the effectiveness of feature selection approach. It not only reduces fea-
ture dimensionality but also enhances the detection rate. For G and C, component image
database, impact of different thresholds on the detection rate is shown in Figs. 11 and
12 respectively. Forgery detection has been increased in both the cases after employing
feature selection step. Average detection accuracy obtained are 77 = 92.39% (78.39%),
T, =93.77% (79.92%) and T3 = 89.73% (76.35%) for G (Cj) components respectively.

6.5 DWT decomposition and detection accuracy

Experiments are also carried out to identify optimum number of DWT decomposition levels
before applying to SVD decomposition. Average detection accuracy is computed with 28-
D feature vector and shown in the Table 4. As illustrated in the table, highest accuracy was
achieved by using two-level DWT decomposition. No further increase in detection rate was
observed by applying higher level decomposition.
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Fig. 11 Effect of different thresholds on total detection accuracy (%) as a function of different y values for
G component images
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Fig. 12 Effect of different thresholds on total detection accuracy (%) as a function of different y values for
Cj, component images

6.6 Contrast enhancement detection after JPEG compression

JPEG compression can also be performed after the contrast enhancement operation. Robust-
ness of the proposed algorithm against JPEG compression with different quality factors
(QF) 100, 90 and 80 is evaluated in this subsection. As expected, the detection rate was
dropped in all three cases.

JPEG compression is carried out after the contrast enhancement operation using QF =
100, 90 and 80 for grayscale, G component and C;, image type. 200 images were used
for training and 100 for testing the SVM classifier. Table 5 shows total detection accuracy
obtained using grayscale image database for different y values with feature vector dimen-
sion of 28. Average detection rate achieved was 89.58%, 92.15% and 93.13% in case of
QF=80, QF=90 and QF=100 respectively. It is evident from the Table 5 that the method is
robust against JPEG compression resulting in good detection accuracy.

Additional experiments are performed using C;, and G component images after JPEG
compression. Figures 13 and 14 depicts JPEG compression detection accuracy for G and Cp,
component images respectively using different y values. As JPEG is a lossy image format

Table 4 Effect of DWT

decomposition levels on average Levels Gray scale G component Cj component
detection accuracy (%) for three
types of image database 1-L 90.84 89.17 75.87

2-L 93.48 92.39 78.39

3-L 93.37 92.26 78.09
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Table 5 Effect of JPEG
compression on total detection
accuracy (%) for grayscale
images

¥ QF=80 QF=90 QF=100
0.2 94 95.5 97
0.4 91 93.5 95
0.6 86 90.5 92.5
0.8 79 83.5 86
1.2 86.5 90 92
1.4 88 91.5 93
1.6 89 92.5 94
1.8 90 93 94.5
2 91 93.5 95
22 91.5 93.5 95
24 92 93.5 95
2.6 92 93.5 95
2.8 92 93.5 95

3 92 94 95

resulting in low detection rate. 88.54% (73.9%), 91.43 (75.40%) and 92.79% (77.18%) aver-
age detection accuracy was obtained using JPEG QF=80, QF=90 and QF=100 respectively

for G (Cp) component images.

Lower detection rate was noticed for lower QF (QF=80) and it increases in higher
QF (QF = 90 and 100). Grayscale and G images resulted in similar detection accuracy,
whereas the detection rate is decreased in case of C, image database for all QF. Best JPEG
compression detection rate (93.13%) was achieved in case of grayscale with QF=100.
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Fig. 13 JPEG compression detection accuracy for G component images using different y values
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Fig. 14 JPEG compression detection accuracy for C; component images using different y values

6.7 Performance against anti-forensics method

To investigate the performance of the proposed technique under anti- forensic scenario, an
alternative anti-forensic method proposed in [14] is used. The passive contrast enhance-
ment detection algorithms for global and local contrast enhancement detection are based on
uncovering unique peak and gap introduced into the histogram [11, 38].
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Fig. 15 Detection accuracy (%) under anti-forensic scenario as a function of different y values for gray
scale, G component and Cj, images
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Table 6 Comparison of proposed and existing feature based blind contrast enhancement detection
algorithms

Method Extracted features Feature vector Classification
dimension accuracy (%)

Avcibas et al. [4] QM 4 82

Boato et al. [10] IQM and BSM 130 93

Bayram et al. [6] 1IQM, BSM and HOWS 202 83

Bayram et al. [5] BSM 17 75.5

Zontone et al. [44] Histogram of the green color 11 88

component features
Proposed RSV Features 20 95.02

An anti-forensic method to attack the contrast enhancement detection approach is devel-
oped in [14]. Peaks and gaps introduced by the contrast enhancement forgery are avoided
preserving good image quality in terms of PSNR. Internal bit depth of the images are incre-
mented to model continuous input pixel intensity value before the contrast enhancement
operation. Experiments are performed using the anti-forensic approach developed in [14] to
evaluate the proposed method in this article.

Figure 15 depicts detection accuracy (%) under anti-forensic scenario as a function of dif-
ferent y values for gray scale, G component and Cp, images. The methods still achieves good
detection performance in the given anti-forensic scenario. 85.61%, 83.54% and 72.40%
average detection rate was obtained in case of grayscale, G and C; component images.
Highest detection rate was resulted in grayscale image type. As the anti-forensic method
[14] which relies on modeling of continuous input pixel values to remove peak-gap arti-
facts, the proposed method does not extract any of the feature based on peaks and gaps of
the histogram and hence resulting in good detection rate.

6.8 Performance comparison with existing methods

The algorithm described in this article is compared with all the existing feature based
contrast enhancement detection techniques. Table 6 compares all the feature based blind
contrast enhancement approaches with proposed method. Compared to [10] and [6] feature
vector (FV) dimension is very small, but it is larger than [44] and [4]. In terms of detec-
tion accuracy, the method presented outperforms all the existing approaches with 95.02%
accuracy.

7 Conclusion

RSV based statistical learning approach for blind contrast enhancement detection is pre-
sented in this article. The method achieves highest detection accuracy compared to all the
other feature based techniques with moderate feature vector dimenionality. Block based
approach for local feature extraction is used to enhance the detection rate. Fisher criterion
based feature selection is employed and classification is performed using SVM. The method
performs better even after JPEG compression. The detection rate is independent of the type
of the image.
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