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Abstract We present a new method for detection of abnormal behaviors in crowded scenes.
Based on statistics of low-level feature—optical flow, which describes human movement
efficiently, the motion energy model is proposed to represent the local motion pattern in
the crowd. The model stresses the difference between normal and abnormal behaviors by
considering sum of square differences (SSD) metric of motion information in the center
block and its neighboring blocks. Meanwhile, data increasing rate is introduced to filter
outliers to achieve boundary values between abnormal and normal motion patterns. In this
model, an abnormal behavior is detected if the occurrence probability of anomaly is higher
than a preset threshold, namely the motion energy value of its corresponding block is higher
than that of the normal one. We evaluate the proposed method on two public available
datasets, showing competitive performance with respect to state-of-the-art approaches not
only in detection accuracy, but also in computational efficiency.

Keywords Anomaly detection · Video surveillance · Motion energy · Optical flow

1 Introduction

Recently, with the increasing of video surveillance system, more and more researchers in
computer vision focus on digging useful information from the monitoring video data for
public security. Problems such as representing human behavior in crowded scenes [12],
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recognizing different human actions [4], estimating associations of different events [11, 13]
have all been subjects of research. Among them, abnormal behavior detection has got a great
interest due to the importance of instant alert for anomaly in video surveillance system.
Generally, it is difficult to give a standard definition of abnormal behavior due to the low
occurrence frequency of it in our daily life. However, normal behaviors can be observed
all the time. Therefore, the goal of anomaly detection is to distinguish uncertain abnormal
behaviors from certain normal ones accurately in real-time.

Generally, based on the locality of anomaly, crowd behaviors can be classified into two
categories which are local anomaly and global anomaly. Local anomaly means that an
abnormal behavior exists in a local region of a frame while its surroundings are normal ones.
Meanwhile, global anomaly happened in a whole frame consisting of several local anoma-
lies [5]. Figure 1 illustrates local anomaly and global anomaly: (a) Local anomaly: A fast
car appears on the sidewalk while people are walking, (b) Global anomaly: People escape
suddenly in the whole surveillance scenes.

The specific task of anomaly detection always changes with various surveillance
scenes since various abnormal behaviors may occur. Therefore, several anomaly detection
approaches have been proposed for different surveillance tasks. Generally, existing methods
in the literature can be placed into three categories: 1) analysis by statistics of relations of
events or behaviors, where probability graphical model is applied to shape relation networks
of different events; 2) analysis by object tracking, where trajectories of interested objects
are mainly extracted; 3) analysis by extraction of statistics based low-level features such as
motion and appearance information or deep learning based visual features, where various
behavior patterns are modeled.

In the first category, different statistics models such as SARM [6], DDP-HMM [10] are
used to summarize associations among behaviors. For example, Junseok et al. [11, 13] mod-
eled an input video by transforming it into a graph and edit the initial graph iteratively to
get reliable associations. In the second category, almost all the traditional tracking methods
follow trajectories of interested objects after modeling them by gathering features such as
speed and direction [2, 17, 18] while some novel methods search for spatial temporal paths
for video event detection. For example, Du Tran et al. utilized max-path search to handle
complex behaviors composed by moving objects [23], N. T. Nguyen et al. built HMMmodel
to detect abnormal routes from normal ones [16]. In the third category, motion and motion-
related features are extracted to model behavior patterns. For example, social force model

(a) (b)

Fig. 1 Examples of local anomaly and global anomaly
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was proposed by Mehran et al., where crowd interaction forces are computed [7]. Dong
Gyu Lee et al. built a motion influence matrix to represent crowd behaviors by using opti-
cal flow [12]. Adam et al. utilized low-level statistics collected by multiple fixed-location
monitors and detected anomaly in real time [1]. However, due to limitations of motion infor-
mation which do not describe appearance of objects, some special behaviors may not be
detected. Therefore, novel methods using both motion and appearance features are proposed
recently. For example, spatial-temporal multi-scalar visual feature was proposed for hier-
archical analysis to distinguish dominant and abnormal behaviors by Roshtkhari et al. [19]
and Vikas et al. analyzed crowded scenes by combining speed, size and texture of objects
together [18]. Mixtures of dynamic textures [3] was proposed by Antoni et al. and it is
applied in detection of dynamics of abnormal behaviors by Weixin et al. [14, 15]. Recently,
some deep learning based methods are proposed by many researchers. Deep neural networks
was applied to learn feature representation automatically in anomaly detection by Dan Xu
et al. [27] and spatial-temporal CNN model was used to extract both motion and appear-
ance features by Shifu Zhou et al. [29]. Jingkuan Song et al. propose a method integrating
LSTM with salient-aware deep 3-D CNN features considering important subjects in video
shots [26] and an encoder-decoder framework based on hierarchical LSTMs considering
both visual features and language context information [22].

All these approaches have quite good performance on some specific scenes while their
shortcomings are also obvious. Methods based on probability graphic model need huge
video data to get reliable statistics. Trajectory based approaches are not suitable for crowded
scenes due to occlusion and overlapping of objects. Methods combining motion and appear-
ance information cost much time on feature extraction and feature representation, which fail
to satisfy the real time requirement.

In this paper, a new anomaly detection method with low computational cost is proposed.
It is suitable for crowded scenes and flexible for the requirement of the size of dataset.
Unlike most methods, we do not eliminate background information before detection by fore-
ground segmentation. Because the background information is as essential as the foreground
information for the proposed crowd behavior representation–the motion energy model. Like
graph models such as [11, 13, 21], the motion energy model we proposed uses neighbor-
hood structure to propagate information which considers the motion energy of interested
object and the difference between it and its neighbors synchronously. Each input frame is
split into non-overlapping blocks and the motion energy value is calculated for each block
which are labelled as either normal or abnormal by a binary classifier.

The paper is organized as follows: In Section 2, the proposed method is elaborated.
Experiment procedure and performance comparison with other relative algorithms are given
in Section 3. Section 4 concludes the paper and gives possible improvements of the method.

2 Proposed method

In this section, we propose a new method to represent motion characteristics of objects
in crowded scenes to detect abnormal behaviors. The whole framework is illustrated in
Fig. 2. Given training data and test data, the pixel-level and block-level motion information
are extracted for each frame and then, the motion energy model is built and the block-
level motion energy value is computed based on such motion information. The difference
of motion energy values between training data and test data are input into sigmoid based
classifier to generate labels of 0 or 1.
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Fig. 2 The overview of the proposed method for anomaly detection in crowded scenes

2.1 Motion information extraction

Most human behaviors are based on movements especially those in crowded scenes and
most anomaly can be observed by abnormal movements. Therefore, the motion information
is the most important characteristic in human behavior recognition. Due to the optical flow
is an effective descriptor to describe motion information between two consecutive frames
in a video, the crowd motion information is extracted for each frame by employing iterative
coarse-to-fine Lucas-Kanade optical flow algorithm. Then, each extracted motion field is
split into P by Q non-overlapping blocks of M × N pixels. For each block, motion vectors
are defined as follows:

Bi,j ={fx,y(h, v)|x =1, 2, ..., M, y =1, 2, .., N}, i =1, 2, ..., P , j =1, 2, ..., Q (1)

where fx,y(h, v) represents the motion vector located at x and y contained in Bi,j which
denotes the block located at i and j . x, y and i, j are index of pixel of a frame and index of
block of a frame, respectively. Each motion vector includes a horizontal component h and
a vertical component v. It contains both velocity information and orientation information.
Due to the anomaly based on velocity is mainly considered in this work, the magnitude
magx,y of each motion vector is calculated by using:

magx,y = ∥
∥fx,y(h, v)

∥
∥
2 (2)

In crowded scenes, the specific body movement like waving and nodding cannot be rep-
resented correctly by motion vectors, since the resolution of most surveillance videos is
quite low. But the main motion trend of the crowd can be described by motion vectors reli-
ably. Thus, we use the block-level dominant motion vector which is the vector of largest
number within a block to describe the motion information of such whole block. The mag-
nitude of dominant motion vector is extracted after quantizing each pixel-level vector into
l levels. Experimentally, the proposed method performs best when l is equal to 16 by using
(3):

magx,y =

⎧

⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

1 · maxmagx,y/32 0 · maxmagx,y/16≤magx,y <1 · maxmagx,y/16
3 · maxmagx,y/32 1 · maxmagx,y/16≤magx,y <2 · maxmagx,y/16

· · · · · ·
29 · maxmagx,y/32 14 · maxmagx,y/16≤magx,y <15 · maxmagx,y/16
31 · maxmagx,y/32 15 · maxmagx,y/16≤magx,y <16 · maxmagx,y/16

(3)
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Following above quantization rules, all vectors are quantized into 16 levels and the block-
level motion information is derived from such quantized motion vectors within each block.
The proposed motion energy model which is described below considers both block-level and
pixel-level motion information to represent behavior of objects in crowded scenes reliably.

2.2 Motion energy model

In a surveillance scene, the motion based behavior pattern of an object is not only deter-
mined by itself, but also by adjacent neighbors around it, especially for objects in crowded
scenes, which has been studied in [7]. For local anomaly detection, abnormal behaviors
occur at a specific location in a video while their surroundings must be normal ones, and
global anomaly is composed by several local anomalies. Therefore, we proposed a motion
energy model to describe such characteristics for both local anomaly and global anomaly
detection. The model includes a data term and a smooth term:

DataT erm(i, j) = Dom
(

mag
i,j
x,y

)

SmoothT erm(i, j) = 1
8 · ∑

Bm,n∈Si,j

ωm,nSSD(Bi,j , Bm,n)
(4)

where the magnitude of dominant motion vector in block Bi,j is denoted as Dom(mag
i,j
x,y)

which is the motion vector of the largest number within a block, namely data term (i, j

and x, y denote block index and pixel index respectively). In the smooth term, Bm,n is the
block belongs to Si,j which is the eight neighborhood of center block Bi,j . The difference
of motion pattern between center block and its neighbors is measured by SSD metric shown
in (5), where Nf is the number of motion vectors within block Bm,n. Due to closer blocks
are more associated with the center block, a distance-based weight function denoted as ωm,n

is employed to weigh different neighbor blocks, which is a 3 × 3 Gaussian mask.

SSD(Bi,j , Bm,n) = 1

Nf

∑

1≤x≤M,1≤y≤N

(

mag
i,j
x,y − magm,n

x,y

)2
, m �= i, n �= j (5)

Based on the rules defined above, we use (6) to represent the motion energy of block
located at i and j by adding data term and smooth term together, where α and β are param-
eters determined experimentally for various scenes. In this work, α and β are both set to
be 1.

E(i, j) = α · DataT erm(i, j) + β · SmoothT erm(i, j) (6)

Roughly, each non-overlapping block can be regarded as a small group of objects since
large crowd density in crowded scenes. The data term considers the motion energy of tar-
get block itself while the smooth term considers the weighed difference of motion pattern
between the target block and its associated neighbors. Two terms contribute to the motion
energy value in different aspects. When local anomaly occurs, the motion energy values of
corresponding blocks are higher than those of the normal ones. Figure 3 shows an example
of local anomaly with calculated motion energy value. We observe that blocks around the
location where anomaly occurred are in bright color (high motion energy value) compared
with other normal blocks.
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Fig. 3 a and b are two examples of motion energy value of local anomaly: The first row are original frames
and the second row are their corresponding motion energy values

2.3 Boundary extraction

The motion energy value has a robust characteristic that each value is derived from multiple
motion vectors around it considering both block-level and pixel-level motion information.
The block with higher value means it is much more different from its neighbors, which
namely higher occurrence probability of anomaly in this block. Thus, how high the bound-
ary value is must be determined to distinguish normal and abnormal behaviors. In this work,
the boundary is estimated by computing motion energy value for each block of each frame
in the training dataset which only contains normal behaviors. Figure 4b and d give the dis-
tribution of motion energy values of one block from low to high [28] after computing for all
frames in the training dataset. Generally, most motion values are close to 0 because there
is no movement in a surveillance scene in most of the time and a few values are extremely
high due to aperture problem or noise in optical flow computation [1]. The values in the
middle are normal ones illustrated as green in Fig. 4d.

To determine an appropriate boundary value for each block, the abnormal values which
are extremely high must be eliminated. Therefore, the data increasing rate is employed in
this work to filter outliers. We calculate the normalized differential values of ranked energy
values for each block, which is given as Fig. 4c. If a differential value (data increasing rate)
is higher than a preset threshold, which means the energy values increase beyond limitation
of normal ones, the previous corresponding energy value is determined as the boundary
value between abnormal behaviors and normal ones. Experimentally, the threshold of data
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Fig. 4 b an example of histogram of motion energy values of one block which is illustrated as a red box in
(a). c differential values of motion energy values, in which the value larger than data increasing rate(0.1) is
illustrated as a red point. d ranked motion energy values of the red block in (a) of all frames and the green
region represents the normal values

increasing rate is set to be 0.1. In Fig. 4d, the intersection of two red lines is the boundary
we extract.

2.4 Block classification

In consideration of the camera angle, velocity of the same object will be detected differently
in different locations, namely energy values of normal behaviors are different in different
blocks. Generally, objects which move closer to the camera have higher energy values. Thus,
after boundary extraction for each block of frames in the training dataset, different boundary
values of normal behaviors in different blocks are calculated which is given by Fig. 5. The
brighter block corresponds to a high motion energy value.

Similarly, the motion energy value of each block of frames in the test dataset is computed
and all the blocks are classified into normal or abnormal according to corresponding energy
values. In this work, each block is sequentially checked by inputting the difference between
the tested motion energy value and the boundary value of normal behaviors of the same
block into a sigmoid based classifier. It can map the difference to [0,1]:

prob =
{ [

1 + exp(−1/(Ei, j − E′(i, j)))
]−1 −1 < E(i, j) − E′(i, j) < 0

[

1 + exp(−((Ei, j − E′(i, j)))
]−1

otherwise
(7)
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Fig. 5 Motion energy value of normal behaviors. Brighter block at the bottom represents higher motion
energy values in blocks closer to the camera

where E′
i,j and Ei,j are boundary value and tested energy value belong to the block located

at i and j respectively. Themore the tested energy value of a block exceeds the corresponding
boundary value, the higher probability such block will get to be detected as anomaly. In our
experiments, the block is classified as an abnormal one when the prob value of this block is
higher than a preset threshold which is determined by different scenes. The preset threshold
for the prob value is set empirically. In this work, the threshold is 0.8 for each block.

3 Experiments and results

To evaluate the effectiveness of the proposed method, we performed experiments on the
UCSD dataset [24] and the UMN dataset [25] which are available on the website. We use
the receiver operating characteristic (ROC) curve by calculating the true positive rate (TPR)
and false positive rate (FPR) at different detection thresholds to measure the performance.
The Equal Error Rate (EER) for frame-level criterion and Detection Rate (DR) for pixel-
level criterion of the proposed method were compared with those of other methods [8, 9, 15,
29]. In this work, the ROC curves are generated by setting several discrete threshold value
from 0 to 1 with interval of 0.02.

3.1 UCSD dataset

The UCSD dataset is released online by Statistical Visual Computing Lab at UCSD. It is a
dataset for local anomaly detection task. Two subsets are included, named Ped1 and Ped2
which contain multiple surveillance clips of two scenes of crowd in UCSD campus. Ped1
has 34 clips for training and 36 clips for testing, while Ped2 has 16 clips for training and 12
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Fig. 6 a and b The performance
of proposed method for
frame-level anomaly detection on
Ped1 and Ped2 dataset
respectively. c The performance
of proposed method for
pixel-level anomaly detection on
Ped2 dataset. Numbers in
brackets represent AUC values

(a)

(b)

(c)
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Table 1 EER for frame-level
anomaly detection on ped1 and
PED2

Method Ped1(%) Ped2(%) Average(%)

Social force [7] 36.5 42 39.3

MPPCA [9] 39.6 31.1 35.4

MDT-spatial [15] 43.8 28.7 36.3

MDT-temporal [15] 22.9 27.9 25.4

Spatial-temporal CNN [29] 24.0 24.4 24.2

Proposed method 31.0 22.0 26.5Bold numbers indicate the
performance of the best method

clips for testing. The frame size of each subset is 238 × 158 pixels and 360 × 240 pixels
respectively. The training dataset only contains pedestrians with normal behaviors and the
testing dataset contains some abnormal behaviors such as riding, skating and driving.

The UCSD dataset provides two kinds of ground-truth which are frame-level ground truth
for frame-level anomaly detection and pixel-level ground truth for anomaly localization
within frames. For frame-level anomaly detection, if a frame contains at least one abnormal
pixel, it is considered a detection [15]. For pixel-level anomaly localization, the frame is
considered detected correctly if at least 40% of the truly abnormal pixels are detected [14].

For effectiveness comparison, we not only choose several other classic methods which
are social force model [7] and the mixture of optical flow (denoted as MPPCA) [9], but
also some state-of-the-art methods which are the spatial MDT and temporal MDT [15] and
the spatial-temporal CNN. The ROC curves of frame-level anomaly detection on Ped1 and
Ped2 dataset are shown in Fig. 6.

It can be seen that the proposed method is comparable with the recent brilliant method,
spatial-temporal CNN, and outperforms other methods on Ped2 dataset. For Ped1 dataset,
our method is at intermediate level and just performs a little worse than MDT-temporal
method and spatial-temporal CNNwhich are the best two methods. For quantitative compar-
ison, we generate EER of each method shown in Table 1. The average EER of the proposed
method is in the leading level among competing methods.

For the pixel-level anomaly detection, DR is employed to evaluate performance of the
proposed method. If the probability of anomaly of a block is higher than a preset threshold,
it is labeled as 1 and localized. The ROC curves of pixel-level anomaly detection on Ped2
are shown in Fig. 6c and the DR as well as the computation efficiency are summarized in
Table 2. As can be seen that the performance of proposed method is similar to temporal
MDT but it is not as well as spatial MDT and spatial-temporal CNN. That is because the
suitable feature for the anomaly caused by velocity, the joint motion information, is the only
extracted feature in our method in consideration of the requirement of real-time detection.
However, just because such acceptable sacrifice of detection accuracy, the computational
efficiency of our method had been greatly improved. The method reduces the computational

Table 2 DR and computational
efficiency for pixel-level
anomaly detection on PED2

Method DR(%) Time(Seconds per Frame)

Social force [7] 27.6 −
MPPCA [9] 22.4 −
MDT-spatial [15] 63.4 0.69

MDT-temporal [15] 56.8 0.64

Spatial-temporal CNN [29] 81.9 0.37

Proposed method 55 0.08Bold numbers indicate the
performance of the best method
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Fig. 7 ROC curves of frame level criterion in the UMN dataset

Table 3 AUC/EER performance
for frame-level anomaly
detection in UMN dataset

Method AUC(%) EER(%)

Social force [7] 94.9 12.6

Sparse [5] 99.6 2.8

HOS-HOG [8] 98.1 5.6

Chaotic invariants [20] 99.4 5.3

H-MDT CRF [14] 99.5 3.7

Spatial-temporal CNN [29] 99.6 3.3

Proposed method 98.9 4.1Bold numbers indicate the
performance of the best method

(a) (b)

Fig. 8 Examples of detection results in UMN dataset
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complexity and improve the detection speed notably. Compared with MDT method, the
proposed method computes almost ten times faster than them which are far from real-time
detection with similar detection accuracy. In Fig. 9, the visualized results on Ped1 and Ped2
are shown.

(a) (b)

Fig. 9 a and b The visualized results of local anomaly detection on Ped1 and Ped2 respectively. The
abnormal behaviors including bicycling, skating and driving are labeled in white
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3.2 UMN dataset

The UMN dataset is a popular dataset of global anomaly detection. It contains three dif-
ferent escape scenes(named as lawn, indoor, and plaza, respectively) with spatial resolution
of 240 × 320, in which people escape suddenly in different directions from normal walk-
ing. We extracted 4890 normal frames totally in three scenes for training and 2069 frames
with normal and abnormal behaviors for testing. As the UMN dataset only provides global
ground-truth, we follow the standard Area Under Curve (AUC) criterion, which is the area
within the ROC curve and the axis. The comparison with other state-of-the-art methods and
some classic methods is shown in Fig. 7 and Table 3. Our method shows comparable per-
formance in detecting escaping pedestrians with high speed against others. The examples of
detection results are shown in Figs. 8 and 9.

4 Conclusion

In this paper, we propose a motion energy model to represent the motion based behavior
pattern in crowded scenes for anomaly detection. Our method has two advantages: 1) taking
center object and its neighbors both into consideration; 2) no need of foreground segmenta-
tion or other human detection method. The framework is just simple to generate block-level
local anomaly probabilities which are classified by a single threshold. Unlike other low-
level characteristics based methods, the proposed method not only performs well relatively
in detection accuracy, but also much more efficiently in computation. This is of great impor-
tance for video surveillance system due to requirement of real time monitoring. The future
efforts will focus on auto-adaptive block size in order to apply our method to various scenes.
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