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Abstract Short message communication media, such as mobile and microblogging social
networks, have become attractive platforms for spammers to disseminate unsolicited contents.
However, the traditional content-based methods for spam detection degraded in performance
due to many factors. For instance, unlike the contents posted on social networks like Facebook
and Renren, SMS and microblogging messages have limited size with the presence of many
domain specific words, such as idioms and abbreviations. In addition, microblogging mes-
sages are very unstructured and noisy. These distinguished characteristics posed challenges to
existing email spam detection models for effective spam identification in short message
communication media. The state-of-the-art solutions for social spam accounts detection have
faced different evasion tactics in the hands of intelligent spammers. In this paper, a unified
framework is proposed for both spam message and spam account detection tasks. We utilized
four datasets in this study, two of which are from SMS spam message domain and the
remaining two from Twitter microblog. To identify a minimal number of features for spam
account detection on Twitter, this paper studied bio-inspired evolutionary search method.
Using evolutionary search algorithm, a compact model for spam account detection is
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proposed, which is incorporated in the machine learning phase of the unified framework. The
results of the various experiments conducted indicate that the proposed framework is prom-
ising for detecting both spam message and spam account with a minimal number of features.

Keywords Online social network - Microblog - Spam message - Spam account - Evolutionary
computation - Machine learning

1 Introduction

In the past few years, short message communication media, such as mobile and microblogging
social networks have become essential part of many people daily routine. Mobile devices offer
a plethora of textual communication and provide convenient platforms for users to carry out
different activities, such as accessing resources on the Internet, e-banking transactions, enter-
tainments, instant messaging and Short Message Service (SMS). The number of mobile users
has dramatically increased in the recent years with an estimate of over 7 billion subscriptions
globally [19]. The common form of textual communication between mobile devices is the use
of SMS, which utilizes standardized communication protocols to enable mobile phones
exchange short text messages with 160 character long [6]. On the other hand, microblogging
online social networks, such as Twitter and Sina Weibo, have been utilized for a range of social
activities including the posting of interesting contents about past experiences, locating long-
lost friends, posting photos and videos, building communities joined by families, acquain-
tances, and friends. Microblogging social networks have been in existence for almost a decade.
For instance, the launch of Twitter in 2006 witnessed a rise in the number of microblogging
platforms [2, 44]. The common characteristic of microblogging networks is that they allow
users to share short messages usually called microposts or tweets with a maximum of 140
characters. These distinguished characteristics of SMS and microblogging messages forced
users to introduce many domain-specific words. As a consequence, the traditional semantic
analysis approach for spam detection degraded in performance [6, 24]. The increasing
popularity of microblog and mobile communication media has attracted the attention of
spammers who utilize the platforms to spread bogus contents [1, 6, 13]. Despite the various
benefits offer by mobile and microblogging platforms, they have become the popular media
for distributing spam messages [26, 46].

Spamming is a method of spreading bulk unsolicited contents usually for the purpose of
advertisements, promoting pornographic websites, fake weight loss, bogus donations, fake
news, online job scams, and a host of other malicious intents, which are perpetrated by
spammers. The rise in spamming activities on various communication media has long been
investigated. For instance, between the year 2009 and 2012, Akismet identified over 25 billion
comment spams in Wordpress blogs and the proportion of email spam traffic generated in 2013
was about 69.6% [12]. The problem of spam distribution on communication media has
spanned beyond email and blog communication platforms. The increasing rate of mobile
SMS spam messages was analyzed in Cloudmark report [6]. This report revealed that the
distribution rate of mobile SMS spam varies according to regions. For instance, in the part of
Asia, about 30% of mobile messages were represented by spam. An estimate of 400% increase
in unique SMS spam campaigns was witnessed in the U.S during the first half of the year 2012
[6]. According to the Nexgate report in 2013, social spam has grown for almost 355% and
every seven new social media accounts created contain at least five spammers’ accounts [34].
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As a result, mobile and social networks are becoming the target for spam distribution. Aside
the use of microblogging social network for spreading spam contents, spammer also creates
fake profiles to mislead legitimate users. They engage in underground market services where
spammers can purchase fake followers to boost their profile reputation. This illegal behavior
hinders the reliance on the information generated on microblogging social network and
negatively affects the systems that utilize followers and friends’ connections to predict user’s
influence [25].

Unlike email spam corpus with rich contextual information and large public datasets,
mobile and microblogging messages are usually shorter, which permit inclusion of entities,
such as abbreviations, bad punctuations, shorten URLs, and emoticon symbols. These char-
acteristics degrade the performance of email spam detection filters when utilized to identify
spam contents in short message communication media [6, 12]. In addition, the use of
traditional content-based analysis using bag of word model have produced low detection
accuracy [17]. Thus, majority of the studies on spam message detection has focused on email
and webpage spam filtering [32, 36]. Recently, research in short message spam identification
has witnessed a growing interest in the research community and several approaches have been
studied. For instance, Almeida et al. [6] introduced raw non-encoded SMS spam collection
corpus known to be the largest public SMS spam dataset in the literature. The authors proposed
several classification models to benchmark the dataset and found that Support vector machine
(SVM) outperformed other classifiers. However, the accuracy of this baseline models still need
to be improved and further analysis of the proposed corpus is a welcome development.
Martinez-Romo and Araujo [31] proposed statistical language based model and content
analysis techniques to detect spam message in trending topics on Twitter microblog. Chan
et al. [12] studied adversarial attack on short message spam detection filter and proposed a
reweight method with a new rescaling function to combat evasion on spam filters. Although
the proposed model increases the security level of spam message detection system, however,
its classification accuracy on untainted samples drops significantly. EI-Alfy and AlHasan [19]
proposed a Dendritic Cell Algorithm (DCA) inspired by the danger theory and immune based
systems to detect email and SMS spam messages. In this paper, we consider both spam
message and spam account detection problems within a single framework in order to provide a
more efficient and compact method to combat evasion on spam filters.

Exiting studies on spam accounts detection have utilized different detection approaches [21,
26]. For example, Ghosh et al. [21] applied social network analysis to distribute trust values
using both known spammers and legitimate accounts as initial seeds. The algorithm,
Collusionrank, assigned trust and untrust values to the neighbor of the selected seeds. The
value assigned to each account depicts the strength of trust and for identifying other spammers
on the network. Since the number of seeds is very limited taking into consideration the overall
size of Twitter microblogging network, the initial score of the original seeds can dilute easily.
This may propagate imprecise scores to many accounts on the network, which are less efficient
to rank unknown users as spammers or legitimates [29]. Another line of research focused on
identifying features for spammer detection, which can be utilized to train machine learning
algorithms. For instance, Lee and Kim [26] proposed five name-based features from Twitter
account group. The problem with this approach is the evasion of name-based features. For
example, spammers can break this detection method using different character combinations to
generate account names that mimic the characteristics of the legitimate account. In addition,
the use of underground markets to purchase fake followers and tweets further limit the
capability of existing solutions that rely on the number of followers and tweets. Hence, it is
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important to investigate the different features that can be used to identify spam message and
spam account in order to provide a compact and more secure spam detection system.

This paper proposes a unified framework that can detect both spam message and spam
account in short message communication media. By exploring five categories of features using
bio-inspired evolutionary search algorithm, a compact model for spam account detection in
microblogging social network is proposed. The paper further identifies minimal features that
can be utilized to detect spam message on both mobile and microblogging platforms. Through
rigorous experiments using ten (10) machine learning algorithms, the best classifier for the
unified approach is identified. In particular, the contributions of this paper are summarized as
follows:

1. Propose a unified framework for spam message and spam account detection (SMSAD),
which explores a minimal number of features to provide effective spam filter for short
message communication media.

2. Apply bio-inspired evolutionary search algorithm to identify reduced features for spam
account detection in Twitter microblogging social network.

3. Introduce a set of unique features to complement the features proposed in the related
studies.

4. Train and test ten (10) classification algorithms to identify the best classifier for the
proposed unified framework.

5. Propose Random Forest classifier as the best algorithm for spam message detection and
LogitBoost classifier as the best algorithm for spam account detection, which are incor-
porated in the machine learning phase of the unified framework based on the results of the
various experiments conducted.

The remainder of this paper is organized as follows. Section 2 discusses related work on
spam message and spam account detection. Section 3 presents a detailed discussion of the
proposed method. Section 4 highlights the results obtained from the different experiments
conducted. Section 5 discusses how the results of the proposed unified spam message and
spam account detection framework are compared with the related studies. Finally, Section 6
concludes the paper and highlights future directions.

2 Related work

Research in spam message and spam account detection in communication media has received
growing interests in the recent years. Spam message detection studies the textual information
posted by spammer using techniques such as natural language processing with machine
learning [9, 12, 31]. Majority of the studies in spam message detection focus on content-
based analysis and treat textual contents as collection of documents where individual message
is preprocessed and represented using vector space model (VSM). VSM is a widely used
method for text representation. Each vector identify by VSM is described using bag of word
model where a document is represented as the bag of words it contains neglecting grammar
and words order. Individual document can further be represented using Boolean occurrence of
each word in the document or by counting the frequency of occurrence of each word [17, 48].
A more sophisticated scheme using Term Frequency Inverse Document Frequency (TF-IDF)
has been studied to establish the importance of a word in the document [37]. Authors have
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proposed Bayesian model for SMS spam classification using content analysis techniques [11,
48]. Yoon et al. [45] combined content analysis and challenge-response to provide hybrid
model for mobile spam detection. The content based spam filter first classify message as spam,
legitimate or unknown. The unknown message is further authenticated using a challenge-
response protocol to determine if the message is sent by human or automated program. El-Alfy
and AlHasan [19] introduced a DCA algorithm to improve the performance of anti-spam filters
using email and SMS data. Chan et al. [12] investigated the capability of existing spam filters
in defending against an adversarial attack. The authors introduced a reweight method with a
new rescaling function to prevent an adversarial attack on linear SVM classifier. Although the
proposed model increases the security level of spam filter, however, its classification accuracy
on untainted samples drops significantly.

Research in spam account detection in social networks utilized three major approaches,
which include blacklist, graph-based, and machine learning. The first of its kind blacklist-
based analysis on Twitter was investigated by Grier et al. [23]. The authors demonstrated that
8% of 25 million links shared on Twitter point users to phishing, malware, and different scams
websites, which are listed on the most popular blacklists. They also found that a large
proportions of accounts used for spamming on Twitter were hijacked from legitimate users.
A further analysis of the clickstream data of users’ activities confirmed that Twitter is a
successful platform for distributing spam messages. Grier et al. [23] investigated the effec-
tiveness of using blacklist approach to reduce spamming activities. However, the authors
discovered that blacklists method is too slow in detecting new social threats, exposing more
than 90% of legitimate users to spam risk. It takes a longer period before a newly identify
malicious link is flagged by the popular blacklists. In addition, blacklist based approach is
sometimes platform-dependent. For instance, a malicious link caught by Google Safe Brows-
ing may be unidentified by URIBL blacklist, making spam account detection filter depends on
many external resources.

In graph-based method, social network is modeled as a network consisting of nodes (users)
and edges (connections). The connections between nodes are analyzed in order to detect
accounts with unusual characteristics [2]. This method has proved suitable for separating spam
account from legitimate ones. For example, Ahmed and Abulaish [4] applied Markov clus-
tering (MCL) algorithm to group a set of profiles as spam and non-spam. The MCL algorithm
takes a weighted graph as input and uses random walk approach to assign probabilities to each
node on the network. Based on the assigned probabilities, the algorithm is able to cluster set of
profiles using Frobenius norm. Ghosh et al. [21] analyzed link farming activities on Twitter
and proposed a Collusionrank algorithm, which penalizes users that connect with spammers on
the network. This approach discourages the activities of link farming by lowering users score
for establishing suspicious connections to malicious accounts. The algorithm assigned trust
and untrust values to the neighbor of the accounts chosen as initial seeds. The value assigned to
each account depicts the strength of trust and for identifying other spammers on the network.
Since the number of seeds is very limited taking into consideration the overall size of OSN, the
initial score of the original seeds may propagate imprecise scores, which are less efficient to
rank unknown users as spammers or legitimates [29]. While graph-based method provides
suitable approach to identify spammers on social network, one of the notable weaknesses lies
on the computational complexity when dealing with large social network graph.

Machine learning (ML) approach plays significant roles in spam account detection on
microblogging social networks. ML incorporates two main methods: supervised and unsuper-
vised learning. Supervised learning analyzes training samples and generates a classification
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model for predicting new user. Unsupervised learning, also known as clustering method,
differs in the sense that no labeled data is present during the training stage, and the algorithm
learns from the data itself by identifying similarities among the instances. One of the
advantages of supervised and unsupervised machine learning approaches is that they provide
opportunity to study different features for spammer detection, which are encoded to train
machine learning algorithms. However, the major challenge with these methods centers on the
evasion tactics posed by spammers to avoid detection.

Using supervised learning, Chu et al. [15] combined both content and behavioral features to
distinguish spam from legitimate campaigns using Random Forest algorithm. Aggarwal et al.
[3] combined different categories of features based on content and user profile information to
build a tool called PhishAri, which is capable of identifying tweets with malicious URLs on
Twitter. Martinez-Romo and Araujo [31] combined language and content based features to
train SVM classifier. Liu et al. [28] and Zheng et al. [49] studied spam account detection in
Sina Weibo microblogging social network. Sina Weibo is the most popular microblogging
network in China with more than 500 million users. The authors studied different content and
user profile information to train machine learning algorithms. Benevenuto et al. [10] applied
SVM algorithm to detect spammers on Twitter. The authors identified spammers’ character-
istics related to tweet contents and user-behavior to separate spam and legitimate accounts.

In unsupervised ML method, Egele et al. [18] developed COMPA, a system that exploits
statistical model and anomaly detection technique to identify compromised accounts on social
networks. The system extracts different features from user’s messages, such as time of the day,
message source, message text, message topic, message link, and direct user interaction. A
behavioral model is built for each category of feature and a global threshold value is computed
for all the models. Therefore, any new message from the same user that violates these
behavioral characteristics is considered malicious. Lee and Kim [26] proposed hierarchical
clustering approach to initially group spammers with malicious profile names. They trained
Markov chain model with valid account names identified from Twitter. Thus, an account is
flagged as malicious if the account name deviates from identified patterns of legitimate
account names. In addition to unsupervised learning approach, the researchers trained SVM
algorithm using different name-specific features based on the clusters identified by the
hierarchical model. The main issue with this approach is that spammers can launch evasion
tactics to generate account names that mimic legitimate account. To evade existing spam
account detection models that rely on the number of followers and tweets, spammers purchase
fake followers and tweets from different underground markets [44]. For instance, a platform
such as Intertwitter (http:/intertwitter.com/) offered 10,000 fake followers accounts at the rate
of $79, giving spammers the opportunity to embed themselves within the network of
legitimate users. Fake accounts are now offered in large volumes, varying from thousands to
millions [47]. These bogus accounts and their fake links are infringing on the normal social
network trust and disrupting the media for effective social communication.

Motivated by the challenges inherent in spam message detection filters due to the
limited size in message length and the evasion of features identified for spam account
detection, this paper proposes a unified framework that is cable of detecting spam
message and spam account in short message communication media using a minimal
number of features. To achieve these objectives, the proposed framework exploits a
slightly different approach from the traditional contents spam analysis that is based on
bag of words model. The subsequent section provides a detail discussion on the
proposed method in this paper.
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3 Methodology

The proposed unified framework targets spam message and spam account detection using
Twitter and mobile data as test samples. Twitter is a microblogging online social
networking service, which enables users to post and read short messages usually known
as tweets. Tweet can be embedded with entities such as hashtag, mention, and shortened
URLs [14]. Users on Twitter microblog utilize hashtag to group tweets according to
topics such as the case of #RioOlympics2016, which is a popular topic discussed on
Twitter during the 2016 Rio Olympic Games. A topic can be categorized as trending, if it
receives many attentions from the users on the network. For example, #JustinBieber is
one of the popular topics in 2011 on Twitter. Mention feature uses the “@” symbol to
indicate the users who can receive tweet directly on their timelines. Studies have shown
that spammers employ mention tool for target attack since the Twitter microblog featured
a unidirectional user binding [24]. Although Twitter has introduced features to deactivate
unsolicited mention, however, a majority of users on Twitter still utilize default account
settings. The visibility of a tweet on the network is increased through a process of re-
tweeting. Re-tweeting a user’s tweet has been identified as another strategy used by
spammers to keep their accounts running [27]. In addition, spammers’ accounts exhibit
automated posting patterns since there is a need for spammers to get across to a large
number of users on the network [14]. Even though Twitter microblogging social network
has become an important platform for real-time communication [5], however, it has gone
through several cases of abuses in the hands of social spammers. This is evidence in the
rules introduced by Twitter to suspended account with abusive behaviors [41].

On the other hand, mobile users can communicate using short text messages, which
are delivered by the message center. The proposed framework can be implemented at the
message center to provide a central SMS spam message filter. The framework can also be
implemented on microblogging social networks to provide a robust classification system.
The assumption upon which the proposed framework is based is that spammers will find
it difficult to evade both spam message and spam account detection models at the same
time. Thus, combining these two classification models will provide efficient spam filter.
To reduce the spread of spamming activities on Twitter and mobile communication
media, we propose a unified framework shown in Fig. 1.

The input to the framework can originate from either microblogging networks or
mobile phone where in the case of microblogging network the user’s screen name or ID
is provided to the proposed system. The system collects both contents and network
information around the user’s social connection. Both the content and network data are
passed to the processing and feature extraction phase. The system extracts features from
five categories of features: user profile, content, network, timing, and automation, which
are used to detect spam account on Twitter microblog. In the case of spam message
detection on Twitter, the content data is passed to the preprocessing module where the
text is represented using a minimal number of features. This representation stage is
discussed further in the feature analysis section. In the case of input from mobile
platform, the text message is passed to the preprocessing module where it is also
represented using a minimal number of features similar to the case of Twitter spam
message. The features extracted from the various components are passed to the machine
learning predictive models that have been pre-trained for both spam message and spam
account detection to identify the class category. During the training phase of the spam
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Fig. 1 Proposed unified framework for spam and spammer detection

account detection, the framework incorporates evolutionary search algorithm to provide a
minimal number of features for spam account detection model. The results obtained from
the different experiments reveal that the proposed unified framework is promising for
detecting both spam message and spam account in short message communication media.

3.1 Data collection

In order to evaluate the proposed unified framework for spam message and spam account
detection, the data collection stage is divided into two parts. The first part deals with the data
used for spam message detection and the second part focuses on how we collect data for spam
account detection.

3.1.1 Datasets for spam message detection

Table 1 shows the statistics of the three datasets used to evaluate the proposed
framework for spam message detection. The first two datasets, SMS Collection V.1
and SMS Corpus V.0.1 Big, hereafter refer to as Dsetl and Dset2, are publicly
available and have been used in ([16, 19] respectively. The third dataset, Twitter
Spam Corpus, hereafter refers to as Dset3, is a collection of messages selected from
the tweets posted by over 7000 users identified based on the Twitter suspension
algorithm. Each of these datasets is discussed further in the subsequent sections.
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Table 1 Dataset statistics for spam message detection

Ref ID Dataset Type Spam Legitimate Total Sample
Dsetl SMS Collection V.1 SMS 747 4827 5574

Dset2 SMS Corpus V.0.1 Big SMS 322 1002 1324

Dset3 Twitter Spam Corpus Microblog 8000 10,000 18,000

SMS spam message datasets The first dataset, Dsetl, is a corpus of spam and ham
messages publicly available as raw messages at http://www.comp.nus.edu.sg/~rpnlpir/
downloads/corpora/smsCorpus/. The corpus contains 747 spam messages and 4827 ham or
legitimate messages making a total of 5574 ham and spam messages. This dataset is freely
available for research purpose. All the 5574 messages are composed using English language.
There are 425 SMS spam messages extracted manually from the Grumbletext website, which
is a UK forum at http:/www.grumbletext.co.uk/, where mobile phone users can make public
claims about SMS spam messages received. A list of 450 SMS legitimate messages collected
from Caroline Tag’s PhD Theses at http://etheses.bham.ac.uk/253/1/Tagg09PhD.pdf. A
collection of 3375 SMS ham messages from the total of 10,000 legitimate messages
obtained from the National University of Singapore (NUS). In addition, the corpus contains
1002 SMS ham messages and 322 spam messages extracted from the SMS spam corpus
collected by Jos¢é Maria Gomez Hidalgo. This corpus is also freely available and can be
downloaded at http://www.esp.uem.es/jmgomez/smsspamcorpus/.

The second dataset for SMS spam message detection, Dset2, is a collection of 1002 ham
messages and 322 SMS spam corpus in English language, which are collected by José Maria
Gomez Hidalgo and Enrique Puertas Sanz. The corpus is freely available at http:/www.esp.
uem.es/jmgomez/smsspamcorpus/. This dataset contains a list of 202 legitimate messages from
Jon Stevenson and a randomly selected ham messages from NUS SMS corpus, which is a
corpus of about 10,000 legitimate messages collected at NUS in Singapore. The raw messages
were collected from volunteers who have agreed that the corpus be made available publicly. In
addition to the number of legitimate messages, the dataset also contains a collection of 322
SMS spam messages extracted manually from the Grumbletext website.

Twitter spam message dataset To the best of our knowledge, no public dataset is available
for Twitter spam message and spam account detection. This is due to the fear of violating
user’s privacy and the Terms of Use of Twitter API that prevents researchers from sharing
tweets data. Therefore, we develop a crawler in python, which takes advantage of the Twitter
REST API [42]. We executed eight crawlers using seven Amazon Web Services (AWS)
instances and a Desktop computer in our security lab. Amazon AWS is a secure cloud service
that provides a platform for computing power, data storage, content delivery, and a host of
other functionalities for scalability [8]. The crawling process covers a period of 24 days
starting from 20 March to 12 April 2016. The crawlers collected all the tweets posted by the
users in our dataset. The statistics of the tweets collected as well as the number of spam
accounts identified from the dataset is shown in Table 2. Section 3.1.2 discusses how the spam
accounts were identified. Therefore, to build a collection of spam messages, we randomly
selected 8000 spam tweets posted by spammers in the dataset. In addition, 10,000 tweets were
randomly selected from the accounts identified as legitimate making a total of 18,000 tweets
used to test the proposed framework for spam message detection on Twitter microblog as
shown in Table 1.
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Table 2 Summary of the data collected from Twitter

Dataset item Number of samples
Ref ID Dset4
Total Tweets 3,755,367
Total accounts 20,998
Total Hashtag 1,652,405
Total Mention 3,351,656
Total URLs 1,297,288
Mention edges 1,833,086
Total features 69
Spammers identified 3648
Non-Spammers 4000
Total labeled samples 7648

3.1.2 Dataset for Twitter spam account detection

One of the most important stages in developing a reliable classification model is the identi-
fication of the labeled samples to be used for both training and validation. Several techniques
have been employed in the related studies to achieve this objective. These include honeypot,
blacklist, and the Twitter suspension algorithm.

The honeypot approach was originally proposed by Lee et al. [27]. This approach uses
some social honeypots to harvest deceptive spam accounts from Twitter and MySpace. The
social honeypot logs users’ activities, such as content posting patterns, friendship requests, and
profile information in the database. All accounts that send unsolicited friend requests are
analyzed to find evidence of spamming before they are added to the spammer’s list. The goal
of this approach is to reduce the challenges of manually identifying spam accounts on social
networks. Yang et al. [44] adopted this approach to identify spammers in their dataset. One of
the issues with honeypot approach is that the honeypot needs to collect a large number of data
for behavioral analysis before the suspected accounts can be categorized as spammers or
legitimate. In addition, this approach is slow to acquire a significant proportion of spam
accounts. To obtain more spammers for developing a classification model, Yang et al. [44]
combined the honeypot and blacklist approaches to detect 2000 spam accounts from their
dataset.

The second approach involves the use of the popular blacklists APIs, such as PhishTank,
Google Safe Browsing, and URIBL [22, 35, 43]. As discussed in Section 2, the goal of
blacklist based approach is to identify accounts that include malicious links in their tweets as
flagged by the blacklist APIs. These accounts are marked as spammers and added to the list of
labeled samples. This approach was employed to identify spammers in the work of Aggarwal
et al. [3] and Yang et al. [44].

The third approach involves reliance on Twitter suspension algorithm [41]. Twitter sus-
pends accounts once it detects abnormal behaviors in the accounts posting patterns, such as
spreading malware, pornographic contents, harassment, invitation spam, and other abusive
behaviors [1, 41]. Thomas et al. [40] and Hu et al. [24] applied this technique to identify
spammers. Since the suspended accounts come from the target microblogging social network,
we utilize this labeling approach to identify spammers in this study. We run a batch script in
python after a period of six month to identify those accounts that have been suspended by
Twitter. In total, the script returns 3648 suspended accounts. We selected a total of 4000
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accounts from unsuspended users, totaling 7648 labeled samples as shown in Table 2. Based
on the identified spammers and legitimate accounts, we introduced a set of unique features in
addition to the previously identified features in the related studies. We construct the mentioned
graph network based on the users’ tweets. The goal is to extract some graph-based features
around the users’ mentioned behaviors to classify an account as spammer or legitimate.

3.2 Features analyses

A critical stage in developing effective classification model is the identification of features that
can separate one class from another. The use of machine learning approach to identify spam
depends on many factors. The most important of these factors is the identification of features
that can help distinguish spam from legitimate class. This section discusses the features used
for both spam message and spam account detection.

3.2.1 Spam message detection features

This paper adopts a slightly different approach to extract features from the three spam
message datasets discussed in the previous section. Motivated by the feature extraction
process in [19], we extract eighteen (18) features from the three datasets as shown in
Table 3. The reason for adopting this feature extraction method is to provide a
compact representation of each of the collections utilized for spam message detection.
Unlike VSM and bag of words models where features for spam message detection are
represented using the words present in each corpus either by adopting a unigram,
bigram or ngram approach, this paper proposes a different method that can provide a
more compact representation of the text messages. Each instance of the message in
the corpus is passed through a preprocessing module.

The preprocessing module first converts the message to lower case and then proceeds to
tokenization phase in order to separate the message by the words it contains using the unigram

Table 3 List of features extracted

for spam message detection Feature name

Frequency of Comm100 spam words
Frequency of ultimate spam words
Frequency of 438 spam words
Frequency of 100 worst spam words
Frequency of combined spam words
Message length in character
Number of words

Frequency of money words
Frequency of money symbols
Number of words in capital
Frequency of function words
Number of special character
Number of emoticon symbol
Number of links

Frequency of phone number
Average number of words

Number of sentence

Sentence ratio
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approach. The tokenized collection is processed by removing stop words that will not provide
any significance contribution to the final representation. The stop words removal stage is
followed with stemming process, which allows us to generate the base or root form of each
word in the corpus. For instance, the word “buying” is reduced to “buy” and the words
“credited” and “crediting” are both reduced to “credit”. The stemming stage was implemented
using the Porter stemming algorithm embedded in NLTK package in python. After completing
the preprocessing steps, we extract 18 features discussed as follows:

Frequency of spam triggered words: We collected 257 list of spam triggered words
and phrases from Comml100 website at (https://emailmarketing.comm100.
com/email-marketing-ebook/spam-words.aspx), such as wurgent, call now, and free
access. Comm100 is an establishment that provides global enterprise-level customer
service and communication solutions. It has been shown that spammers tend to use
more spam words and phrases when composing spam message [19]. Similarly, we
collected a list of 393 spam words and phrases described at HubSpot blog
(http://blog.hubspot.com/blog/tabid/6307/bid/30684/The-Ultimate-List-of-Email-
SPAM-Trigger-Words.aspx#sm.00000h35svjkfxez7rh42q7pa3mpp), a list of 438
spam words and phrases at Automational blog (http://blog.automational.com/2016
/03/08/spam-trigger-words-to-avoid/), and a list of 100 spam triggered words and
phrases at Benchmark blog (http://www.benchmarkemail.com/blogs/detail/the-100-
worst-spam-words-and-phrases). We compute the frequency of spam words that
appear in each message as a feature. For instance, the frequency of comm100
spam words, frequency of ultimate spam words, frequency of 438 spam words,
and frequency of 100 worst spam words presented in Table 3 are calculated from the
spam words and phrases collected from Comm100, HubSpot blog, Automational
blog, and Benchmark blog respectively. In addition to these spam words and
phrases, we selected a list of spam words from each spam message that appear in
corpus Dsetl, Dset2, and Dset3 respectively. Thus, the frequency of combined spam
words is calculated from this list.

Message length in character: This is the length of each message based on the number of
characters present in the message.

Number of words: This feature represents the total number of words in the message. For
instance, the message "Act now to win cash price"” contains six (6) words.

Frequency of money words: In some situations, spammer tries to overpower legitimate
users by sending unsolicited messages that request for money. For this reason, we
collected a list of money words such as thousand, million, and trillion. We compute the
frequency of money words that appear in the each message as feature.

Frequency of money symbols: The value of this feature is calculated using regular
expression. The regular expression identifies the occurrence of money symbol in each
message and then computes the total number of time the money symbol is used in the
message.

Number of words in capital: We applied regular expression to compute the number of
words that appear in capital letter from each message.

Frequency of function words: Similar to the approach used in [19], the frequency
of function words that appear in each message is computed and used as a feature.
These are words with little or ambiguous lexical meaning, which are used to
express structural relationship with other words in a sentence. A comprehensive
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list of function words can be found at (www?2.fs.u-bunkyo.ac.jp/~gilner/wordlists.
html#functionwords).

Number of special character: The number of special character in each message is
computed using regular expression and this value is utilized as a feature.

Number of emoticon symbol: Emoticon symbols like sad, sigh, and happy are mostly
used by legitimate users to express mood in a message. Similarly, this features is extracted
using regular expression to find the number of emoticon symbol that appear in each
message.

Number of links: Studies have shown that spammers can redirect their victims to
phishing website where their sensitive information can be collected and subsequently
used for malicious purpose [13]. For this reason, the number of links that appear in each
message is computed using a regular expression.

Frequency of phone number: This feature represents the number of time a phone
number appear in each message. Almeida et al. [6] has shown that a large proportion of
SMS spam messages contain phone numbers, which are intentionally added by spammer
to lure their victims. This feature is extracted using regular expression.

Average number of words: The average number of words in each message is calculated
as the ratio of the number of words to the message length in character.

Number of sentence: This feature represents the total number of sentences present in
each message. The sentence tokenizer in python NLTK package is used for this purpose.
Sentence ratio: This is the ratio of the number of sentences to the message length in
character.

Figures 2, 3, and 4 show the empirical cumulative distribution function (ECDF) of the
length of spam and legitimate messages for each of the corpuses as well as the distribution of
words that appear in each class category. These figures show that the length of spam messages
is longer than legitimate messages and the number of words in spam messages is more than the
legitimate messages. These findings reveal that a majority of spammers leveraged the maxi-
mum character length of spam messages to further deceive their victims. As a result, they tend
to use more words during message composition.

3.2.2 Spam account detection features
To detect spam accounts on Twitter microblogging network, this paper focuses on five main

categories of features. We propose a number of unique features to complement some of the
existing features for spam account detection in related studies. This section discusses the five
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categories of features utilized to train and test ten (10) classification algorithms. The features
are user profile, content, mentioned network, timing, and automation.
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User profile features

The user profile features have been considered for spam account detection in the
work of Yang et al. [44]. The features captured the basic profile information of an
account, such as the number of followers, the number of friends, and so on. The values
of these features are extracted from the meta-data returned from Twitter microblog. The
user profile features capture the behavioral changes of one account to the other based on
their profile contents. For instance, Lee and Kim [26] established that the length of the
screen name of spammers is usually longer than legitimate users. Table 4 shows the user
profile features used in this study with the additional features introduced to complement
the existing ones. Additional features introduced in this study are highlighted in bold.

Content-based features

Content-based features study the behavioral patterns of social network accounts around
the tweets posted by the users. Studies have shown that spammers lure their victims to
click malicious links embedded within the tweets. Thus, the accounts of the victims are
compromised upon visiting the malicious website [23, 44]. Many social spammers
dedicate their efforts posting duplicate tweets. In addition, they employed automated tools
to post tweets with very similar semantic [44]. We design a set of statistical features as
shown in Table 5 to evaluate the classification results of the selected classifiers. The newly
introduced features are highlighted in the table.
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Table 4 Description of user profile features

Feature name

Description

Reference

Screen name
length
User location
Profile URL
Age in days
Followers count
Friends count
Statuses count
Favourites count
User description
Default profile

User Time zone

Account verified

Default profile
image

Listed count

Geo-enabled

The length of the screen name
based on characters.
The presence or absence of profile location.
Whether the user includes URL or not in his profile.
Age of the account in days.
Number of followers of the user.
Number of friends/followees of the user.
Total statuses of the account.
Number of tweets the user has favorited.
Indicating presence or absence of profile description.
When true, indicates that the user has not modified
the theme of their profile.
Indicates presence or absence of time zone.

Indicates whether the account has been verified or not.

When true, indicates that the user has not changed
the default profile egg avatar.

The number of the public lists the user is a member.

Indicates whether or not the user has enabled the

Lee and Kim [26]

Proposed
Proposed

Zheng et al. [49]
Yang et al. [44]
Miller et al. [33]
Proposed

Miller et al. [33]
Aggarwal et al. [3]
Proposed

Proposed
Chu et al. [14]
Alsaleh et al. [7]

Miller et al. [33]
Proposed

possibility of geotagging their tweets.

Account reputation Normalized ratio of followers to friends. Shyni et al. [38]

Follower Ration of the number of follower to friends. Yang et al. [44]
following ratio
Following Ratio of the number of friends to followers. Zheng et al. [49]

follower ratio

¢ Network-based features

These features capture the connections or interactions among users on the
Twitter microblog. We modeled users’ mentions as a graph G = (V, E), where
V represents the vertexes and E the edges corresponding to the mention links
between users. If a user u mentions user v in his tweet, we construct an edge u
= > v, which indicates a direct link between u and v. Thus, the graph G is a
directed graph that modeled users’ mention patterns. We extract a set of graph-
based network features as shown in Table 6 from graph G and some network
features based on the neighborhood as defined in the work of [44]. The newly
introduced features are highlighted in the table.

(a) Local clustering coefficient of mention

We extract local clustering coefficient feature, which is a useful metric to determine
how close a vertex’s neighbors are to being a clique. A clique is a small group of
people with shared interests. As opposed to the work of [44], we focus on extracting
the graph-based features around the mentioned network, which enables us to study
the mention relationships among users in the dataset. For each vertex in the mentioned
graph G, its local clustering score can be computed with Eq. (1), where K, is the sum
of the in-degree and out-degree of the vertex, and €” is the total number of edges
built by all u’s neighbors. We noticed that the local clustering coefficient of spammer
based on mentioned network is smaller compared to legitimate users. The reason
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Table 5 Description of content-based features

Feature name

Description

Reference

Total tweets

Total hashtag

Total link

Total mention

Total retweet

Hashtag ratio

Link ratio

Mention ratio

Retweet ratio

Total tweet favorite count

Deviation of hashtag
Deviation of link
Deviation of mention
Deviation of re-tweet
Deviation of tweet length
Deviation of hashtag
position aggregate
Deviation of link
position aggregate
Deviation of mention
position aggregate
Average daily tweet

Average tweet length
Average sentiment polarity

Average sentiment
subjectivity

Average TF-IDF score

Popularity ratio

Tweet similarity
Unique URL ratio
Duplicate tweet count
Unique hashtag
Unique mention

Total tweets sent by the user.
Total number of hashtag used.
Total number of link posted.
Total number of users mentioned.
Total number of retweet.
Ration of total hashtags to total tweets
Ratio of total links to total tweets.
Ratio of total mention to total tweets.
Ratio of total re-tweet to total tweets.
The number of time the user’s tweets has
been favorited.
Population deviation of hashtags.
Population deviation of links.
Population deviation of mentions.
Population deviation of retweets.
Population deviation of tweet lengths.
Population deviation of hashtag
position aggregate.
Population deviation of link
position aggregate.
Population deviation of mention
position aggregate.
Ratio of the total tweet to the number of days
between first and last tweets posted.
Mean of tweet length.
Mean of sentiment polarity for each
tweet posted.
Mean of sentiment subjectivity for
each tweet posted.
Mean of TF-IDF weight of the tweets.
Ratio of the sum of total tweets favorite and
total re-tweet to the number of tweets posted.
Similarity of the tweets text using cosine similarity.
Ratio of unique URLs posted to total tweets.
Number of duplicate tweets posted.
Total number of unique hashtags used.
Total number of unique mentions.

Yang et al. [44]

Shyni et al. [38]
Miller et al. [33]
Shyni et al. [38]
Miller et al. [33]
Yang et al. [44]

Yang et al. [44]

Yang et al. [44]

Yang et al. [44]

Proposed

Proposed
Proposed
Proposed
Proposed
Proposed
Proposed

Proposed
Proposed
Proposed

Proposed
Proposed

Proposed

Proposed
Proposed

Yang et al. [44]
Yang et al. [44]
Yang et al. [44]
Shyni et al. [38
Shyni et al. [38

Maximum frequency of hashtag
Average frequency of hashtag
Average frequency of mention
Average frequency of URLs

Maximum value of hashtag frequency.
Mean of hashtag used.

Mean of mentions used.

Mean of URLSs posted.

[38]
[38]
Shyni et al. [38]
Shyni et al. [38]

Proposed
Shyni et al. [38]

may be that spammer mentions target users randomly and these accounts may not know
each other in reality.
2|e"|

LeCw =gk,

(1)

(b) Betweenness centrality of mention

Betweenness is a centrality measure that uses shortest paths to compute the
strength of a vertex in the graph. The metric is obtained using Eq. (2), where o, is
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Table 6 Description of network features

Feature name

Description

Reference

Average neighborhood
followers
Average neighbor tweets

Ratio of sum of the followers of a user’s
friends to the number of friends of the user.

Ratio of the sum of tweets of a user’s friend
to the number of friends of a user.

Yang et al. [44]

Yang et al. [44]

Local clustering User’s local clustering coefficient based Proposed
coefficient of mention on mention network.

Betweenness Betweenness centrality of user based on Proposed
centrality of mention mention network.

Bidirectional link Bidirectional link of user based on Proposed
of mention mention network.

Bidirectional link User’s bidirectional link ratio from Proposed
ratio of mention mention network.

In-degree of mention User’s In-degree from mention graph. Proposed

Out-degree of mention User’s Out-degree from mention graph. Proposed

Degree reputation Degree reputation based on mention network. Proposed
of mention

Degree centrality Degree centrality of user from mention graph. Proposed
of mention

Closeness centrality User’s closeness centrality based on Proposed
of mention mention network.

Eigenvector centrality of mention Eigenvector centrality of user mention network. Proposed

Pagerank of mention User’s Pagerank from mention graph. Proposed

(c)

(d)

(e)

the total number of shortest paths from node s to ¢ and o(u) is the number of those
paths that pass through the vertex u. n is the total number of nodes in graph G. Similar
to the behavior of spammer as identified in the local clustering coefficient of mentioned
network, we noticed that betweenness centrality of spammer is smaller than the
legitimate users.

oy (u
Cowy=  y 2 @)
stu#teV(G)  Ost

Bidirectional link of mention

Bidirectional link of mention network defines the total number of links recipro-
cated by those users mentioned in the tweets. Because spammers randomly mention
users in their tweets to launch target attacks, they tend to receive low bidirectional
links from the account mentioned as compared to legitimate accounts.
Bidirectional link ratio of mention

Bidirectional link ratio defines the ratio of the number of bidirectional link of a
vertex to the total number of out-degree of the vertex. The value is usually low for
spammers and high for legitimate users.

In-degree of mention

This feature defines the total number of edges that enters a node. It is computed
using Eq. (3). The value is low for spammers and high for legitimate users.
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®

(2

(h)

()

0)

dinll = Z[v,u]G(v? u) (3)
Out-degree of mention

This feature represents the total number of edges that leaves a node. It is computed
using Eq. (4). The value is high for spammers and low for legitimate accounts. The
reason is that spammers tend to mention more users for target attacks than legitimate
users.

d()utu = Z[u,v]G(ua V) (4)

Degree reputation of mention

This is the normalized ratio of the In-degree to the Out-degree of a vertex. The
value of degree reputation of mention for spammers is low compared to the degree
reputation legitimate users. The feature is computed as shown in Eq. (5).

in out
@ ud|

dr(u) ]

(5)

Degree centrality of mention

This feature defines the sum of the total In-degree and Out-degree of a vertex. The
degree centrality of spammers based on the mention network is low compared to
legitimate accounts as observed in our analysis. Eq. (6) shows how to compute degree
centrality for a vertex.

deg(u) = d™,vd™, (6)

Closeness centrality of mention

The closeness centrality metric measures the importance of a vertex based on how
close a given vertex is to the other vertices in the graph. The most center vertices are
important as they can reach the whole network more quickly than non-central vertices.
This can be utilized to measure the quality of the connection of a node within the
network. Closeness centrality metric can be obtained using Eq. (7), where d(v,u) is the
distance between vertices v and u. We notice that the closeness centrality of spammers
based on the mention network is low compared to legitimate accounts.

Clw) = —— 3 eyiord(v,1) 7)

n—1

Eigenvector centrality of mention

This is useful for measuring how the centrality of a node depends on its neighbors’
centralities. The metric does not only measure how the vertex is position within the
network, but also the quality of the links built with the vertex neighbors. Eq. (8) shows
how the eigenvector centrality is computed from the mentioned graph, where EC(v)) is
the eigenvector of the vertex v; connected to u, A = [a;/ is the adjacency matrix, and A
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is a constant. The EC of one vertex relies on the £C of another vertex it is connected to.
The EC(v) is calculated by finding the eigenvector associated with the highest eigen-
value according to Perron-Frobenious theorem [20]. The i entry of the vector
corresponds to the eigenvector centrality score of i vertex. The value of eigenvector
of spammers is low compared to legitimate users.

1
Aj

M=

EC(u;) = agEC(v)) (8)

1

(k) PageRank of mention

The Google PageRank is a modified version of eigenvector centrality metric.
PageRank of a vertex u relates the PageRank of the vertex it is connected to in the
graph. Eq. (9) shows how PageRank score is obtained from the graph, where d = 0.85
is the damping factor. NV is the total number of vertices considered in the mentioned
graph, PR(v;) is the PageRank of the vertex v;, M(u) is the set of vertices that link to
vertex u. L(v;) is the number of outbound links of vertex v;. We found that spammers
have low PageRank score compared to legitimate accounts.

1-d PR(v;)

PR(u) = —=+d¥, cuw) L(v)

©)

* Timing-based features

Timing-based features deal with the tweeting rate and following rate of an account. The
features examine the posting and following patterns of users on the Twitter microblog.
These features have been studied in the work of [38, 44]. We adopted the timing-based
features from the related studies. Table 7 shows the description of the two features in this
category. Spammer follows a large number of users and generates more tweets than the
legitimate users.

¢ Automation-based features

Similar to the timing-based features, we adopted automation features utilized in
[44]. Yang et al. [44] established that spammers resolved to use automation
technique for posting tweets due to the high cost of manually maintaining many
spam accounts. The technique relies on the use of API to post a large number of
spam tweets on the network, thus, spammers’ accounts exhibit a high rate of
automation. In this regards, a higher API ratio implies automation behavior, which
provides an indicator to flag the account as suspicious. Table 8 shows the
description of automation-based features adopted in our study.

4 Experimental setup
In this paper, the performance of ten (10) machine learning algorithms is evaluated to identify
the best classifier that is suitable for the proposed unified framework. The classifiers selected

for the machine learning phase are Random Forest, J48, ADTree, SVM (Sequential minimal
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Table 7 Description of timing-based features

Feature name Description Reference
Following rate Ratio of the number of friends to the age of an account. Yang et al. [44]
Tweeting rate Ratio of the total number of tweets to the age of the account. Yang et al. [44]

optimization), Multilayer perceptron (MLP), AdaBoost, Decorate, LogitBoost, Bayes Net-
work, and Random committee. The aim is to find the best performing classifiers that can
provide better performance across the datasets used in this study. The parameters configuration
of each classifier is shown in Table 9. This study utilized WEKA popular machine learning
tool to evaluate the performance of each classifier. The algorithms are grouped into four (4)
main categories according to the WEKA machine learning package. The categories include
Bayes, function, meta/ensemble, and tree based. We used the same parameters throughout the
experiments conducted on each dataset. The implementation of the classification algorithms
was carried out on a computer system running Ubuntu 14.04 operating system. The system has
a random access memory (RAM) of 20GB and 3.40GHz Intel Core i7 CPU.

4.1 Evaluation measure

This section provides the details of the evaluation metrics employed in this study.
Performance metrics provide a practical method to check the efficiency of a model.
The classification performance of a mode can be measured in machine learning using a
confusion matrix, which is a table that gives the classification performance on how well
a classifier is able to separate one class from the other. The general structure of confusion
matrix for binary class classification problem is shown in Table 10. In this table, True
Positive (TP) and True Negative (TN) referred to the number of correctly classified spam
and legitimate instances respectively. False Positive (FP) represents the number of non-
spam labeled samples classified as spam, while False Negative (FN) represents the
number of spam instances classified as non-spam.

The parameters TP, TN, FP, and FN in this table can be used to derive some
standard metrics, such as True Positive Rate (TPR), True Negative Rate (TNR), False
Positive Rate (FPR), and False Negative Rate (FNR) as shown in Egs. 10, 11, 12, and
13 respectively. TPR is also called detection rate (DR), sensitivity or recall, and can
be used to indicate the accuracy of a classification model on the labeled samples. A
combined metric known as F-measure or Fl-score has been widely used to measure
the performance of a classification system. This metric is calculated as the harmonic
mean of precision and recall as shown in Eq. (15).

Table 8 Description of automation-based features

Feature name Description Reference

API ratio Ratio of the number of tweets sent using API to Yang et al. [44]
total number of tweets.

API URL ratio Ratio of the number of tweets sent using API that Yang et al. [44]
contains URL to the total number of tweets sent using APL

API tweet similarity Number of similar tweets sent using APIL. Yang et al. [44]
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Table 9 Parameter configurations of the selected classifiers

Classifier

Category

Parameter

Random Forest

J48

ADTree

SVM (SMO)

MLP

AdaBoost

Decorate

LogitBoost

BayesNet

Random committee

Tree

Tree

Tree

Function

Function

Meta/ensemble

Meta/ensemble

Meta/ensemble

Bayes

Meta/ensemble

bagSizePercent = 100;batchSize = 100;break TiesRandomly
= False;calcOutOfBag = False;debug
= False;doNotCheckCapabilities = False;maxDepth
= 0;numDecimalPlaces = 2;numExecutionSlots
= l;numFeatures = O;numlterations
= 300;outputOutOfBagComplexityStatistics
= False; printClassifiers = False;seed
= I;storeOutOfBagPrediction = False.
batchSize = 100;binarySplits = False;collapseTree
= True;confidenceFactor = 0.25;debug
= False;doNotCheckCapabilities
= False;doNotMakeSplitPointActual Value
= False;minNumObj = 2;numDecimalPlaces
= 2;numFolds = 3;reducedErrorPruning
= False;savelnstanceData = False;seed
= 1;subtreeRaising = True;unpruned
= False;useLaplace = False;useMDLcorrection
= True.
debug = False;numOfBoostinglterations
= 20;randomSeed = 0;savelnstanceData
= False;searchPath = Expand all paths.
batchSize = 100;buildCalibrationModels
= False;c = 1.0;calibrator = Logistic;checks TurnedOff
= False;debug = False;doNotCheckCapabilities
= False;epsilon = 1.0E-12;filterType
= Normalize;kernel = PolyKermel;numDecimalPlaces
= 2;numFolds = —1;randomSeed
= 1;toleranceParameter = 0.001.
GUI = False;autoBuild = True;batchSize = 100;debug
= False;decay = False; doNotCheckCapabilities
= False;hiddenLayers = a;learningRate
= 0.3;momentum = 0.2;nominalToBinaryFilter
= True;normalizeAttributes = True;normalizeNumericClass
= True;numDecimalPlaces = 2;reset = True;seed
= (strainingTime = 500;validationSetSize
= (;validationThreshold = 20.
batchSize = 100;classifier = J48;debug
= False; doNotCheckCapabilities = False;numDecimalPlaces
= 2;numlterations = 10;seed = 1;useResampling
= False;weightThreshold = 100.
artificialSize = 2.0;batchSize = 100;classifier = J48;debug
= False;desiredSize = 15; doNotCheckCapabilities
= False;numDecimalPlaces = 2;numlterations = 60;seed = 1.
ZMax = 3.0;classifier = RandomTree;debug
= False; doNotCheckCapabilities = False;likelihoodThreshold
= —1.7977E308;numDecimalPlaces = 2;numlterations
= 10;numThreads = 1;poolSize = 1;seed = 1;shrinkage
= 1.0;useResampling = False;weightThreshold = 100.
batchSize = 100;debug = False; doNotCheckCapabilities
= False;estimator = SimpleEstimator;numDecimalPlaces
= 2;searchAlgorithm = K2;useADTree = False.
batchSize = 100;classifier = RandomTree;debug
= False;numDecimalPlaces = 2;numExecutionSlots
= l;numlterations = 10;seed = 1.
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Table 10 Confusion matrix for a binary class problem (spam and non-spam)

Predicted Class

Class = Spam Class = Non-spam
Actual Class Class = Spam TP FN
Class = Non-spam FP N
TPR/DR/Sensitivity/Recall(R) — — (10)
ensitivity | Reca “TPIEN
TN
TNR / Specificity = ———— 11
/Specificity IN £ FP (11)
FP N
FPR = =1- (12)
TN + FP TN + FP
FN
FNR = ——— 13
TP +FN (13)
P
Precision(P) = TP+ FP (14)
2PR
F—measure = (15)
(P+R)

4.2 Results and discussions

We conduct different experiments to evaluate the performance of the proposed unified
framework. As discussed earlier, the performance of ten (10) machine learning algorithms
were examined on the four datasets. The first experiment evaluates the performance of the
classifiers for SMS spam message detection. The second experiment deals with microblog
spam message detection. Eighteen (18) features extracted for spam message identification
were used for both SMS and microblog spam message detection tasks. The third experiment
evaluates the performance of the selected classifiers for spam account detection, and finally,
the fourth experiment used evolutionary bio-inspired algorithm to find a number of minimal
features for spam account detection in Twitter microblogging social network.

4.2.1 SMS spam message detection

The performance of the selected classification algorithms are examined on the two SMS spam
datasets, Dsetl and Dset2, using 18 features discussed in Section 3.2.1. This experiment is
based on 10-fold cross-validation training method. In 10-fold cross-validation, the labeled
samples are divided into 10 subsets of equal size. In each round of the training, one out of 10
subsets is held as the testing set to validate the classifier, while the remaining nine subsets are
used to train the classification algorithm. Random Forest classifier achieves the best results for
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Table 11 Classification results with Dsetl

Classifiers 10-fold cross-validation
DR FPR Precision Recall F1 AUC-ROC

Random Forest 0.992 0.048 0.992 0.992 0.991 0.997
J48 0.988 0.044 0.988 0.988 0.988 0.960
ADTree 0.987 0.054 0.987 0.987 0.987 0.996
SVM (SMO) 0.987 0.072 0.987 0.987 0.987 0.957
MLP 0.991 0.038 0.991 0.991 0.991 0.996
AdaBoost 0.980 0.064 0.980 0.980 0.980 0.993
Decorate 0.989 0.053 0.988 0.989 0.988 0.992
LogitBoost 0.982 0.085 0.981 0.982 0.981 0.995
BayesNet 0.961 0.066 0.964 0.961 0.962 0.983
Random committee 0.989 0.054 0.989 0.989 0.989 0.994

the two experiments on SMS spam message detection. As shown in Table 11 and Fig. 5,
Random Forest produces the best accuracy, F-measure, and AUC-ROC of 0.992, 0.991, and 0.997
respectively (see the highlighted row). The least performed classifier on Dsetl is Bayesian network.
Similarly, in Table 12 and Fig. 6, Random Forest produces accuracy, F-measure, and AUC-
ROC of 0.991, 0.991, and 0.999 respectively (see the highlighted row). As observed in the
previous results on Dsetl, Bayesian network also achieves the least accuracy on Dset2.

4.2.2 Microblog spam message detection

This section presents experiment to evaluate the performance of the selected classifiers for
microblog spam message detection. Table 13 shows the results obtained from this experiment.
As observed in SMS spam detection, Random Forest also outperformed other classifiers in this
experiment. Although the accuracy of this result is lower than the results obtained with SMS
spam datasets, this is as a result of the limited size of the tweet contents and domain specific
characteristics. Twitter permits tweets length of 140 characters and a majority of the tweets
posted on Twitter include many abbreviations. However, our approach is promising when
applied on the Twitter spam dataset, producing accuracy of 0.932 and AUC-ROC of 0.983

E DR

H Precision
o Recall
mF1

= AUC-ROC

Fig. 5 Performance of the selected classifiers using Dsetl
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Table 12 Classification results with Dset2

Classifiers 10-fold cross-validation
DR FPR Precision Recall F1 AUC-ROC

Random Forest 0.991 0.018 0.991 0.991 0.991 0.999
J48 0.980 0.047 0.980 0.980 0.979 0.965
ADTree 0.982 0.033 0.982 0.982 0.982 0.997
SVM (SMO) 0.986 0.043 0.986 0.986 0.986 0.972
MLP 0.986 0.030 0.986 0.986 0.986 0.997
AdaBoost 0.980 0.051 0.980 0.980 0.979 0.997
Decorate 0.989 0.025 0.989 0.989 0.989 0.999
LogitBoost 0.984 0.035 0.984 0.984 0.984 0.998
BayesNet 0.960 0.044 0.960 0.960 0.960 0.993
Random committee 0.987 0.025 0.987 0.987 0.987 0.999

using Random Forest algorithm as highlighted in the table. In this experiment, the least
performed classifier is Bayesian network in terms of detection rate (DR) and F-measure.

4.2.3 Microblog spam account detection

To detect spam account in Twitter microblogging social network, we first conduct an experiment
using all the 69 features extracted as discussed in the previous section. The result of this experiment
shows that Random Forest classifier produces the best result achieving accuracy of 0.932 and
AUC-ROC of 0.977 as shown in Table 14 (see the highlighted row). This result is followed by
Decorate and LogitBoost ensemble classifiers with each achieving F-measure of 0.929 and AUC-
ROC above 0.970. This result indicates that the proposed method can achieve AUC-ROC above
0.970, showing the suitability of the framework for spam account detection on Twitter.

4.2.4 Evolutionary search method for feature reduction

Feature reduction is an important aspect of machine learning as it helps to reduce the number
of features for classification and at the same time reduces classifier’s processing time. This

14
0.99
0.98
0.97 | DR
M Precision
0.96 1 Recall
0.95 - mF1
m AUC-ROC
0.94 -
S W & O N & &
<<°& N 6\" \q“ ) cboo (‘0(" %oo zee (Q\&‘
2 &
b°& v c}\® & \5@ @ c,°@
S &
& P
&

Fig. 6 Performance of the selected classifiers using Dset2
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Table 13 Classification results with Dset3

Classifiers 10-fold cross-validation
DR FPR Precision Recall Fl1 AUC-ROC

Random Forest 0.932 0.070 0.932 0.932 0.932 0.983
J48 0915 0.086 0.915 0.915 0915 0.934
ADTree 0.892 0.107 0.893 0.892 0.892 0.963
SVM (SMO) 0.879 0.125 0.879 0.879 0.879 0.877
MLP 0911 0.090 0911 0911 0911 0.966
AdaBoost 0.920 0.081 0.920 0.920 0.920 0.974
Decorate 0.922 0.079 0.922 0.922 0.922 0.970
LogitBoost 0.924 0.077 0.924 0.924 0.924 0.974
BayesNet 0.842 0.155 0.845 0.842 0.843 0.923
Random committee 0.925 0.078 0.925 0.925 0.925 0.975

method chooses a subset of features among the set of features to determine their discriminative
power in distinguishing spam accounts from legitimate users. Since the goal is to develop a
compact model for simultaneous detection of spam message and spam account in Twitter
microblog, we investigate the applicability of evolutionary bio-inspired algorithm to produce a
reduced number of features for spam account detection.

Evolutionary algorithm (EA) is a generic meta-heuristic optimization search ap-
proach that concurrently explores numerous points in a search space, and navigates
the search space stochastically in order to prevent the search exploration from being
trapped at the local maxima [30]. EA utilizes biologically inspired evolution mecha-
nisms, such as recombination, mutation, fitness, and selection. The generic structure
of EA algorithm is described as follows:

Step 1: Initialization
For time ¢ = 0, initialize a population P(?) such that P(¢) = (x,"x,’,...x,"). These are the initial

points, which the EA will use to explore the search space. In the case of feature selection, the
population corresponds to the different features subsets selected from the original features.

Table 14 Classification results for microblog spam account detection using 69 features

Classifiers 10-fold cross-validation
DR FPR Precision Recall F1 AUC-ROC

Random Forest 0.932 0.071 0.933 0.932 0.932 0.977
J48 0.926 0.078 0.929 0.926 0.926 0.965
ADTree 0.925 0.080 0.929 0.925 0.925 0.974
SVM (SMO) 0.878 0.122 0.879 0.878 0.878 0.878
MLP 0913 0.091 0.916 0.913 0913 0.970
AdaBoost 0918 0.083 0.918 0.918 0918 0.969
Decorate 0.929 0.074 0.931 0.929 0.929 0.974
LogitBoost 0.929 0.073 0.930 0.929 0.929 0.977
BayesNet 0.881 0.119 0.881 0.881 0.881 0.944
Random committee 0.925 0.077 0.926 0.925 0.925 0.974
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Step 2: Evaluation

At this stage, each solution in the initial population is evaluated by measuring its fitness.
Step 3:  Selection

This step creates a new population by stochastically selecting individuals from P(z).
Step 4:  Evolution

At this stage, the algorithm transforms some members of the new population created in Step
3 using genetic operators, such as crossover and mutation, to form new solutions.

Step 5:  Testing for termination

Step 2 to 4 are repeated until the termination condition is satisfied. The EA algorithm may
terminate if a given number of iterations is reached, a particular fitness value has been
achieved, or when the algorithm converges to a near-optimal solution. Figure 7 shows the
parameters configuration of the EA algorithm used to perform the feature reduction.

To achieve the objective of reducing the number of features for spam account detection, we
first apply the popular Chi-squared test feature selection evaluator to select 60 features using
ranker search method. Chi-squared statistics (x?) tests the independence of two events, A and B
where the independence is defined as P(AB) = P(A)P(B) or P(A|B) = P(A) and P(B|A) = P(B).
In the case of feature selection, the algorithm assumes that the two events are the occurrence of
feature and class. The features are ranked using Eq. (16):

crossoverOperator
crossoverProbability
generations

initializationOperator
logFile

mutationOperator
mutationProbability
populationSize
replacementOperator
reportFrequency
seed
selectionOperator

startSet

| Spx-Crossover

0.6
20

| random-init

adewole

| bit-flip

0.01
20

| generational

20
1

| tournament-selection

Fig. 7 Parameters configuration for evolutionary algorithm
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Table 15 Eighteen (18) features
selected by evolutionary search Feature name
algorithm

Age in days

User Time zone

Listed count

User location

Following rate

Average TF-IDF score

Tweet similarity

Follower following ratio
Default profile

Average sentiment subjectivity
In-degree of mention

Total tweet favorite count
Popularity ratio

Profile URL

Local clustering coefficient of mention
Deviation of link
Bidirectional link of mention
Favourites count

2

Ne eL._Ee e,
XZ(D,f,C): Z ( /E L )
e;e{0,1} e.€{0,1} ere.

(16)

where N is the observed frequency in D and E is the expected frequency. For a detailed
discussion on Chi-squared test statistics for features selection, we refer the reader to [39]. The
EA algorithm is executed using the 60 features selected by Chi-Squared. Table 15 shows the
eighteen (18) features obtained by the evolutionary algorithm.

After reducing the 69 features to 18 features using a combination of Chi-square test feature
selection and evolutionary search algorithm, the next step is to evaluate the reduced data on the
selected classifiers. The result of this experiment is shown in Table 16 and Fig. 8. Although the
performance of Random Forest classifier drops slightly, however, out of the ten (10) classifier
selected in our study, the results of seven (7) classifiers improved using only the 18 features
identified by the evolutionary search algorithm. These results are highlighted in bold. Using
the bio-inspired evolutionary search method, LogitBoost classifier achieve a result close to

Table 16 Classification results with reduced features

Classifiers 10-fold cross-validation
DR FPR Precision Recall F1 AUC-ROC

Random Forest 0.928 0.074 0.929 0.928 0.928 0.977
J48 0.924 0.080 0.927 0.924 0.924 0.965
ADTree 0.926 0.079 0.928 0.926 0.925 0.974
SVM (SMO) 0.883 0.117 0.883 0.883 0.883 0.883
MLP 0.914 0.090 0.917 0.914 0.914 0.971
AdaBoost 0.926 0.076 0.927 0.926 0.926 0.962
Decorate 0.924 0.078 0.925 0.924 0.924 0.973
LogitBoost 0.930 0.072 0.931 0.930 0.930 0.977
BayesNet 0.889 0.111 0.889 0.889 0.889 0.948
Random committee 0.928 0.076 0.931 0.928 0.928 0.973
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Fig. 8 Performance of the selected classifiers on the reduced features by EA algorithm

Random Forest when all the 69 features were used. LogitBoost produced F-measure of 0.930
and AUC-ROC of 0.977 after reducing the dimensionality of the data. With this result, a
compact model for spam account detection is achieved with LogitBoost or Random Forest
incorporated in the machine learning phase of the proposed unified framework.

5 Model evaluation

This section provides a discussion on how the results obtained for the proposed unified
framework are evaluated and compared with the related studies.

5.1 Performance of SMS spam message detection models

The confusion matrices obtained for SMS spam message detection is shown in Table 17. This
table indicates that based on the dataset Dsetl (SMS Collection V.1), the proposed Random
Forest model is able to detect 707 messages as spam out of 747 total spam messages, achieving
TPR of 94.65% using the 18 features. For non-spam message identification, the model detects
4817 messages as non-spam out of the total 4827 legitimate messages leading to TNR 99.79%.
Based on the dataset Dset2 (SMS Corpus V.0.1 Big), the Random Forest model detects 314
messages as spam out of 322 total messages, which produces TPR of 97.52%. On the same
dataset, 998 non-spam messages were correctly identified out of the total 1002 messages,
producing a TNR of 99.60%. This result further demonstrates the capability of the proposed
SMS spam detection models in classifying spam from legitimate messages.

Table 17 Confusion matrices for Random Forest classifiers based on SMS spam detection

Actual Predicted (Dsetl: SMS Collection V.1) Predicted (Dset2: SMS Corpus V.0.1 Big)
Spam Non-spam Spam Non-spam

Spam 707 40 314 8

Non-spam 10 4817 4 998
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Table 18 Confusion matrices for Random Forest classifiers based on Twitter spam message and spam account
detection

Actual Predicted (Dset3: Spam message) Predicted (Dset4: Spam account)
Spam Non-spam Spam Non-spam

Spam 7399 601 3288 360

Non-spam 629 9371 162 3838

5.2 Performance of twitter spam message and spam account detection models

To evaluate the performance of the proposed Random Forest models in distinguishing spam
from non-spam accounts, we constructed confusion matrices shown in Table 18. With
reference to dataset Dset3, the proposed Random Forest correctly identified 7399 spam
messages out of 8000 total spam messages, which produces a TPR of 92.49%. On the other
hand, 9371 messages were detected as legitimate out of 10,000 messages, producing a TNR of
93.71%. However, considering the performance of the proposed Random Forest with 69
features on the dataset Dset4 (Spam account), the model correctly identified 3288 accounts
as spam leading to a TPR 0f 90.13%. At the same time, a TNR 0f 95.95% is achieved based on
legitimate account detection. This analysis indicates that the proposed models are promising to
separate spam message and spam account on Twitter microblog.

5.3 Comparison of spam message detection models

In the case of SMS spam message detection; we compare the result of the Random Forest classifier
with the related studies. El-Alfy and AlHasan [19] and Almeida et al. [6] both implemented their
approaches on Dsetl (SMS Collection V.1). On this dataset, the proposed model improves in
precision and F-measure when compare with EI-Alfy and AlHasan [19], although their method
slightly outperformed our model in terms of detection rate, recall, and AUC-ROC as shown in
Table 19 (see the highlighted row). The result of our proposed model still produces promising
performance. When compare with Almeida et al. [6] and Bag of words models, our approach
shows significant improvement across all the evaluation metrics. It is important to note that the Bag
of words model was implemented using NaiveBayesMultinomialText classifier in WEKA, which
deals specifically with text classification task. The default parameters used for
NaiveBayesMultinomialText classifier are shown in Fig. 9. In the case of Dset2 (SMS Corpus
V.0.1 Big), our model achieves the same level of performance in F-measure and AUC-ROC

Table 19 Comparison of models on Dsetl

Model Evaluation metrics

DR Precision Recall F1 AUC-ROC
Proposed 0.992 0.992 0.992 0.991 0.997
El-Alfy and AlHasan [19] 0.994 0.980 0.997 0.988 0.999
Almeida et al. [6] - SVM + tokl 0.9764 N/A N/A N/A N/A
Bag of words 0.985 0.985 0.985 0.985 0.984
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Fig. 9 Default parameters used for NaiveBayesMultinomialText classifier

with El-Alfy and AlHasan [19] and improves in precision as shown in Table 20. The model also
outperformed the Bag of words model.

Since the Twitter SMS spam message is a private dataset, we benchmark with only the Bag of
words model as shown in Table 21. This evaluation shows that the proposed model significantly
outperformed the popular content analysis approach using bag of words (see the highlighted row).

5.4 Comparison of spam account detection models

Several approaches have been studied in the literature for spam account detection on Twitter
using different private datasets. The reason for the different datasets is due to the Terms of Use
of the Twitter API, which forbid researchers from sharing tweets data.

Therefore, to benchmark with the existing approaches selected in the literature, we extract
the features used in these studies from our dataset and run the data on the classifiers utilized in
the related works considered for model comparison. For instance, Yang et al. [44] evaluated
their features using four classifiers: Random Forest, Decision tree, BayesNet, and Decorate.
The results obtained for each experiment are highlighted in Tables 22 and 23. The proposed
methods are highlighted in the tables.

Table 20 Comparison of models on Dset2

Model Evaluation metrics

DR Precision Recall F1 AUC-ROC
Proposed 0.991 0.991 0.991 0.991 0.999
El-Alfy and AlHasan [19] 0.993 0.987 0.996 0.991 0.999
Bag of words 0.989 0.989 0.989 0.989 0.997

@ Springer



Multimed Tools Appl (2019) 78:3925-3960 3955

Table 21 Comparison of models on Dset3

Model Evaluation metrics

DR Precision Recall Fl1 AUC-ROC
Proposed 0.932 0.932 0.932 0.932 0.983
Bag of words 0.842 0.845 0.842 0.843 0.923

These results show that our proposed models with both 69 features and 18 features
outperformed the approaches in the related studies for spam account detection in
microblogging social networks based on the two studies selected for comparison. Thus, the
proposed unified framework is promising for developing spam filtering on mobile and
microblogging social networks.

6 Conclusion

Spam detection problem is a continuous fight between spammers and spam filters. The
increasing rate of evasion tactics on current detection filters has signaled the need to investigate
the state-of-the-art features that can separate spam from legitimate messages as well as
revealing accounts utilize for malicious activities on microblogging social networks. Existing
studies for spam detection in short message communication media focus on identifying spam
message and spam account using different frameworks. Due to the inherent characteristics of
SMS and microblogging messages, detecting spam messages and spam accounts has been
quite challenging. This paper proposes a unified framework that can be used to identify spam
messages and spam accounts successfully. The performance of the proposed unified frame-
work is investigated using four datasets, two of which are from SMS spam detection domain
and are publicly available for research purpose. The remaining two datasets were collected
from Twitter microblog to investigate the capability of the proposed framework for spam
message and spam account detection on Twitter. Different from the traditional content-based
method for spam message detection, 18 features were identified for detecting both SMS and
microblog spam messages. In addition to the use of content/behavioral based features for
spammer detection in Twitter, we study the mentioned network of spammers by extracting
different graph-based features around the mentioned graph constructed. It was noticed that the
mention behavior of spammers based on these features differs from the legitimate users.

Table 22 Comparison using Yang et al. [44] features

Classifiers Evaluation metrics
DR Precision Recall F1 AUC-ROC

Proposed Random Forest with 69 features 0.932 0.933 0.932 0.932 0.977
Proposed LogitBoost with 18 features 0.930 0.931 0.930 0.930 0.977
Random Forest 0.924 0.925 0.924 0.924 0.974
Decision tree 0.924 0.927 0.924 0.923 0.961
BayesNet 0.896 0.896 0.896 0.896 0.946
Decorate 0.928 0.931 0.928 0.927 0.971
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Table 23 Comparison using Shyni et al. [38] features

Classifiers Evaluation metrics

DR Precision Recall F1 AUC-ROC
Proposed Random Forest with 69 features 0.932 0.933 0.932 0.932 0.977
Proposed LogitBoost with 18 features 0.930 0.931 0.930 0.930 0.977
Voting feature interval (VFI) 0.866 0.891 0.866 0.862 0.873
ADTree 0.924 0.928 0.924 0.923 0.970
Random Committee 0.919 0.920 0.919 0918 0.966

The contribution of this paper centers on the need to address the problem of spam message
and spam account detection within a single framework. To achieve this objective, the study
introduced a unique set of features to complement the existing features in the related studies,
which in turn improves the performance of the proposed framework. In addition, this study
investigated the application of evolutionary computation for identifying discriminating features
for spam account detection. Based on the classification performance of the different classifiers
selected, the proposed framework has demonstrated the capability to detect both spam message
and spam account in short message communication media.

To identify the best classifier for the proposed unified framework, the performance of ten
(10) classification algorithms were investigated. The results of the various experiments
conducted revealed that Random Forest classifier produced the best models for spam message
and spam account detection using all the features extracted. The model on SMS spam message
detection achieved accuracy, F-measure, and AUC-ROC above 99%, which shows the
applicability of the framework for SMS spam message detection. Meanwhile, the model for
microblog spam message detection produced accuracy and AUC-ROC of 93.2% and 98.3%
respectively. In addition, the spam account detection model achieved accuracy and AUC-ROC
0f93.2% and 97.7% respectively. A further investigation was carried out on the possibility of
obtaining a minimal number of features for spam account detection using bio-inspired
evolution search algorithm. By applying the evolutionary search method for feature reduction,
the performance of seven classifiers out of the ten classifiers selected improves significantly.
LogitBoost ensemble classifier produced the best result using 18 features identified by the
evolutionary search algorithm. The classifier produced accuracy and F-measure of 93.0% and
AUC-ROC of 97.7%.

In future, the aim to combine the results of the spam message and spam account
detection models using ensemble based method in order to identify the risk level
associated with accounts used by spammers to post malicious contents. Building risk
assessment model could help identify the category of accounts that may pose a
serious threat to legitimate users on the network.
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