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Abstract In computer graphics, designing efficient Global Illumination methods is a hot
research topic. These methods consist in computing the light distribution inside a 3D scene.
There exist several global illumination-based rendering methods, but one popular approach
is based on Virtual Point Light (VPL). It is a two-step approach. First, the algorithm gener-
ates VPLs that act as secondary light sources (indirect illumination). Second, the radiance
of a pixel is computed by summing the contributions of a small set of VPLs (rather than all
the VPLs) selected randomly. The most active issues rely on how to select a small set of
VPLs that contribute more to the final image. In this paper, we propose two new VPL selec-
tion methods using the inverse transform method. To provide realistic images, we propose
a Multiple Importance Sampling technique combining an inverse transform method with a
gathering approach. The obtained results demonstrate the effectiveness of our methods in
terms of image quality and rendering time.
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1 Introduction

Lighting simulation and the search for a solution to the problem of global illumination still
is a very active research in computer graphics. Global illumination aims to simulate differ-
ent lighting effects in a 3D scene. Several approaches exist, there are based on tracing rays
or photons, such as: bidirectional path tracing [23], gathering, Metropolis-Hasting [16, 26],
photon tracing [21], and methods based on Virtual Point Light (VPL) [22, 31, 32]. Many
methods have been proposed in the literature to compute indirect lighting, some of them
make use of VPLs. The use of VPLs can be an efficient way to compute global illumina-
tion. The VPLs are computed as follows. One classical camera is placed at each point light
source. Rendering from this camera allows to compute a GBuffer containing for each pixel
of this camera: the 3D position of the point visible to the point light source through the pixel,
its normal, flux and color. This GBuffer is called RSM (Reflective Shadow Map). Note that
a classical Shadow Map contains only the z coordinate (depth) of the visible point through
a pixel, and an RSM is an extension of a Shadow Map. Each visible point stored in an RSM
is called VPL. Each VPL acts as a secondary light source that could contribute to any point
in the scene (indirect illumination).

Previous studies have showed that the critical step in global illumination computation is
to determine visibility. This latter can be computed using algorithms based on Shadow Maps
[31, 32]. The authors of these latter papers have reported a good approximation of visibility
when using VPLs, but it is very expensive (in terms of memory storage) to associate a
Shadow Map with each VPL. Once the VPLs have been computed, for efficiency purpose,
the radiance of a pixel of the scene camera is computed by summing the contributions (to
the point visible through the pixel of the scene camera) of a small set of VPLs (rather
than all the VPLs) selected randomly using an inverse transform method (IT) requiring the
computation of a cumulative distribution function (CDF). The way the CDF is computed is
crucial for the quality of the rendered image.

Our proposed methods can be used in several application domains, such as Virtual
Reality and Augmented Reality, to improve realism. We could also apply our methods in
Multimedia and Video games applications to minimize the rendering time.

In this paper we are interested in global illumination methods based on VPLs. The VPLs
are constructed by placing two PRSM (Paraboloid Reflective Shadow Map), each having a
field of view of 180 degrees around a point light source. This way a visibility of 360 degrees
is assigned to a point light source. Note that a classical RSM has a field of view of only 90
degrees. From now on, the set of two PRSMs is called DPRSM (Dual Paraboloid Reflective
Shadow Map).

We propose two methods for efficiently computing a CDF (used to select randomly a
small set of VPLs contributing to the radiance of a point visible from the viewpoint) as
well as an MIS (Multiple Importance Sampling) method combining an IT method (Inverse
Transform) with a gathering approach aiming at improving the quality of the rendered
image. Visibility is computed using a voxel-based approach. We consider only single bounce
indirect lighting, and diffuse objects.
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Our main contributions are:

– use of Dual Paraboloid Reflective Shadow Maps (DPRSM): when randomly selecting a
small set of VPLS, each of the two paraboloid reflective shadow maps (PRSM) of this
DPRSM is randomly selected at a time according to a Russian roulette [2];

– novel methods for computing a CDF;
– an MIS (Multiple Importance Sampling) method combining an inverse transform

method (for computing CDF) with a gathering approach.

The remaining of this paper is organized as follows. Related work is presented in Sec-
tion 2. Then in Section 3 we present an overview of our methods. In Section 4 we show
how to select one PRSM using Russian roulette. Our inverse transform methods (local CDF
and gathering-based global CDF) aiming at selecting the more contributive VPLs are pre-
sented in Section 5. We detail in Section 6 our proposed combined technique based on the
MIS principle. Some experimental results are provided in Section 7. Finally, conclusion and
future work are given in Section 8.

2 Related work

State-of-the-art solutions [33] to algorithms, that are used for realistic image synthesis, rely
on path tracing, photon mapping, and radiosity methods. Each of them can perform effi-
ciency in terms of time rendering or image photo-realism. We will focus our relative work
on VPL [22] and path tracing on the GPU. For the other techniques, the reader can refer to
Ritschel’s et al. state of the art [33].

Generating VPL In the literature, there are several methods to approximate global illu-
mination using Monte Carlo estimator and Importance sampling [1] using a Probability
Density Function (PDF). The main advantage of Importance Sampling is to minimize the
variance error when the PDF is closer to the integrand. In off-line rendering, VPL generation
can be performed using rejection sampling [12] or more complex sampling techniques based
on Monte Carlo Markov Chain (MCMC) [13]. When real-time is targeted, an approach
based on Instant Radiosity and Shadow Mapping [40], so-called Reflective Shadow Maps
[7], has been proposed to approximate one bounce indirect lighting. It considers each pixel
in the shadow maps as a secondary point light source defined by its world space coordi-
nates, its normal and its flux, information that allows evaluating the contribution of each
VPL. Computing the contribution of all the VPLs, stored in a Reflective Shadow Map, is
time-consuming. This is why only a subset of VPLs is used to compute the indirect radiance
of a pixel.

Evaluating visibility The determination of the visibility term is the most expensive oper-
ation, especially in real-time rendering. Instant Radiosity [22] is a popular technique that
calculates indirect lighting due to a set of Virtual Point Lights (VPLs). Unlike the inverse
transform method, Barák et al. [3] exploit the performances of Metropolis-Hastings algo-
rithm [34] to determine the VPLs and use a small number of them to render the scene.
Hedman et al. [17] have proposed a temporally coherent technique that allows sampling the
VPLs in large scenes and enable frame to frame distribution for minimizing the VPL flickering.
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Ritschel et al. [31], uses the observation that an approximate visibility term for VPLs is
sufficient. The authors proposed a technique, called “Imperfect Shadow Map”, which repre-
sents the scene surfaces by a set of points and splat them in parallel in the different shadow
maps. The disadvantage of this technique is that the scene representation is not adaptative
and may be not optimal for a large scene. This limitation has been solved by Ritschel et al.
[32]. Moreover, the authors propose a new method to choose the VPLs which contribute
much to the final image by creating a data structure, called Bidirectional Reflective Shadow
Maps, based on a Cumulative Distribution Function (CDF). The method uses the inverse
transform method which requires the computation of a CDF. A Rich-VPL method [35] han-
dles glossy reflections with multiple primary light sources in the scene. Dammertz et al. [8]
have proposed a progressive method to simulate indirect lighting. It combines and exploits
the advantages of three methods: Virtual Point Lights, caustics, and specular gathering, to
be able to render a large variety of global illumination effects.

Voxelizing the scene Usually directly using triangles (modelling the geometry of a scene)
in real-time rendering scenario can be not efficient. To reduce the intersection computation,
a scene can be subdivided into voxels. Several methods have been proposed [5, 6, 36]. Hu
et al. [19] have presented a new ray tracing method, programmable on the modern GPU,
which uses an A-Buffer and a grid voxelization to represent the scene geometry.

Clustering many lights methods rely on clustering to reduce the time needed to compute
the contributions of the VPLs, such as the method proposed by Olsson et al. [29]. Dong
et al. [9] use clustering to compute visibility. This clustering idea, in global illumination,
has been wildly used [20, 34]. Hašan et al. [15] have introduced a Virtual Spherical Lights
(VSL) method to resolve the singularity problem due to the VPLs. The lightcut methods
[38, 39] try to avoid the VPL flickering.

Avoiding artifacts A real time based Instant Radiosity method has been proposed by
Novák et al. [28] to approximate bias compensation and avoid the artifacts of the VPLs.
Nabata et al. [27] have proposed a method to estimate more precisily the error due to VPL
clustering.

Summary the goal of this paper is to provide an efficient algorithm for indirect computing
illumination using one bounce indirect light and for selecting a set of VPLs with a higher
contribution through Importance Sampling. To this end, we propose two inverse transform
methods to compute a CDF used to efficiently select the most contributive VPLs, and we
compare our methods to the one proposed by Ritschel et al. [32]. We also propose an MIS-
based method combining two rendering methods: inverse transform and gathering-based.

3 System overview

In this section we summarize our contributions (Fig. 1): DPRSM construction, CDF com-
putation, use of MIS combining inverse transform-based rendering and a gathering-based
rendering. First, To reduce the cost of ray-object intersection, the scene is spatially subdi-
vided into voxels according to the method proposed in [5]. Visibility computation is speed
up using this voxelization. The scene is rendered from the camera viewpoint. We create
a GBuffer that contains the position, normal and color of all the visible points (so-called
gather points). Then, we build a Dual Paraboloid RSM (DPRSM) at each point light source.
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Fig. 1 Overview of our inverse transform methods and MIS for computing the indirect illumination at each
gather point using different types of CDF

We propose two methods for computing the CDF: local CDF, and gathering-based global
CDF. Recall that a CDF is used by an inverse transform method to randomly select a subset
of VPLs (stored in the DPRSM) to compute the radiance of a gather point as the sum of the
contributions of the selected VPLs. To improve the resulting rendered images we use an MIS
approach combining an inverse transform method (based on local CDF or gathering-based
global CDF) and a gathering-based rendering method.

Below, we summarize the state of the art method for computing a global CDF [32], while
the main parts of our method (Fig. 1) are detailed in the following sections.

3.1 Computing a global CDF

The global CDF method refers to the method of [32] which consists in computing a CDF
from just a small number of a selected gather points, say points visible to the viewpoint
through pixels (Fig. 2). To compute a CDF, the method computes the average contributions
(Vi) of all the VPLs to a small subset of gather points selected randomly. Then these average
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Fig. 2 Overview of global CDF method: illustration of the computation of a discrete CDF to generate mcVPLs

contributions are stored in a linear array (also stored in 1D texture) and then used to compute
discrete probabilities (Ai) assigned to the VPLs. From these discrete probabilities, discrete
CDF values (Bi) are computed and stored in a linear array.
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3.2 Determining the most contributive VPLs

To determine the more contributive VPL (mcVPL), the inverse transform method is used
in the discrete domain. In other words, a uniform random variable (ranging from 0 to 1)
is generated, then a binary search is performed in the CDF array, to determine the CDF
index k that represents the column c = [ k

N
] and the row r = modulo(k, c). The (r, c) pair

represents the mcVPL coordinates in a PRSM.
In the rendering step, the contribution of each mcVPL is divided by its probability.

4 Dual paraboloid reflective shadow map (DPRSM)

A shadow map data structure has first been used for computing visibility from a point light
to render cast shadows. It is an image of depth values rendered by placing a camera at the
point light source position (called from now on light camera). Then, this shadow map has
been augmented with other data such as 3D points visible from the point light source, the
diffuse color of the objects containing these visible points, etc. This new shadow map (called
Reflective Shadow Map) has been introduced by Dachsbacher et al. [7]. However, as the
screen of the light camera is rectangular, its field of view is limited to a viewing pyramid.
To cover a 180 degree field of view a Paraboloid Shadow Map (PSM) has been proposed by
Heidrich et al. [18]. This kind of shadow map has been generalized by Gascuel et al. [11].
One of the more accurate Shadow Map, named Paraboloid Shadow Map, first proposed
by [18], uses a new parameterization to represent the environment maps. [11] use a non-
linear projection such as fish-eye lens with a larger field of view to cover all the 3D space.
It requires only two rendering passes unlike a cube map [14] which needs six rendering
passes. However, the main difficulty of this method is the conversion of triangles to curved
triangles. A Dual Paraboloid Shadow Map, programmable on graphics hardware (GPU),
has been proposed in [4] for an omnidirectional light source. In our system, we use a Dual
Paraboloid Reflective Shadow Map (DPRSM) for each point light source. As in [11] this
DPSM allows to provide a large field of view for covering the total 3D space, and requires
two rendering passes.

We create two PRSMs, front and back, at the light source position oriented toward the z-
axis of the associated 3D coordinates system. Then we transform each triangle into a single
curved triangle, and project it into the PRSM space, each paraboloid containing the depth,
normal and color of the points within the projected triangle.

Once the DPRSM has been created, for each visible point (from the view camera) a
PRSM (front or back) is selected using a Russian roulette [2]. Then a VPL is randomly
sampled from the selected PRSM using a CDF. Next, the contribution of the sampled VPL
is computed. We repeat this process (iteration) until a subset of VPLs have been sampled.
The contributions of all the sampled VPLs are summed to give the indirect radiance of the
visible point. To apply a Russian roulette we compute the probability bF (respectively bB)
of choosing a front PRSM (respectively a back PRSM) of the DPRSM by computing the
sum of the average contributions vF and vB of all the VPLs stored in a PRSM (front or
back) similarly to [32] (see Sections 3.1 and 3.2 for more details). The PRSM selection
probabilities are the normalized average contributions of all the VPLs: bF = vF/(vF+vB)
and bB = vB/(vF+vB). The Russian roulette algorithm is given by Algorithm 1.
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5 VPL sampling methods

In this section we propose two methods for computing a CDF used in an inverse transform
approach to sample VPLs from a DPRSM. From now on, they will be called local and
gathering-based. Note that the objective is to sample the most contributive VPLs based on
an importance function which is the CDF. Before detailing these two methods we show in
the following subsection how to compute the radiance L(x) at a point x due to a certain
number of randomly selected VPLs.

5.1 Computing the contribution of a VPL to a gather point

Let us see now how to compute the radiance L(x) at a point x resulting from the contribu-
tions of a certain number of randomly selected VPLs. Let us assume that a VPL is a very
small surface with normal N and flux φv (emittance in this case, say flux emitted per unit
surface). We can consider this VPL as a point light source which has an emittance φv and
an intensity Iv (flux emitted per unit solid angle). The VPL intensity Iv is expressed as [7]:

Iv = φv

cosθ1

π
(1)

where θ1 is the angle between the normal N at the VPL v and the lighting direction from
the VPL. All the used notations are given in Fig. 3.

For a diffuse surface (here a VPL v) there is a relation between its emittance φv and its
radiance L′ [10]:

φv = L′π (2)

The radiance L′ of the VPL v due to a point light source is given by:

L′(v) = Is

cosα

d2
1

f d
r (v) (3)

where Is is the intensity (flux emitted per unit solid angle) of the point light source and
f d

r (v) the diffuse BRDF of the surface containing the VPL v. Finally, given a VPL v, we
compute its radiance L′ using (3), then its emittance φv (2) and its intensity Iv (1). Using
the Monte Carlo integration, we perform these computations for all the VPLs to calculate
the radiance L(x) at a gather point x due N randomly selected VPLs as follows [12]:

L(x) =
N∑

v=1

Ivf
d
r (x)

cosθ2

d2
2

1

pv

(4)
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where pv is the pdf (probability density function, corresponding to the used CDF) of the
accepted VPL v, Iv the intensity of VPL v, and f d

r (x) the BRDF at the visible point x (see
Fig. 3 for the other notations).

Note that the radiance of the gather point x due to a VPL (not randomly selected) is given
by:

L(x) = Ivf
d
r (x)

cosθ2

d2
2

(5)

5.2 Local CDF

In this section, we describe our first method (that we call local CDF) which uses N CDFs
unlike a method which uses a single CDF also called global CDF. As detailed in Section 3.1
let us summarize how a global CDF is computed using the method presented in [32]. Once
an RSM (in our methods we use a DPRSM) is computed, a subset SGP of gather points GP

is randomly selected (corresponding to a subset of pixels). Then, for each VPL within the
DPRSM, its contribution to each GP of SGP is computed using (5). Then each VPL v is
assigned an average contribution which is equal to the sum of its contributions to the GP of
the subset SGP divided by the cardinal of SGP . These VPL average contributions help build
a CDF which will be used to sample VPLs from the constructed DPRSM (see Section 3.1
for more details). The way the GPs ∈ SGP are distributed over the image plane is crucial
for an efficient calculation of a CDF (efficient importance sampling). To better distribute

Fig. 3 Computation of indirect lighting due to VPLs
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these GP , we propose to subdivide the image plane into N regions. For each region i, we
perform a uniform sampling to get a subset of GPs, called Si

GP , used to compute a local
CDF (called CDFi). Once all the local CDFi are computed, to render an image we compute
the radiance of all the GPs within a region i using only CDFi . Even though this approach
seems interesting, it is source of artifacts consisting of discontinuity at the region boundaries
as shown in Fig. 4. To overcome this problem we proceed as follows. In the rendering step,
to compute the radiance of each GP of the image plane, all the N CDFi are sampled at
the same time, then the contributions of the N selected VPLs are computed and assigned to
the GP . This process is repeated NNG times. Thus, the radiance of each GP requires the
sampling of NNG × N VPLs.

5.3 Gathering-based global CDF

We describe in this section our second method for computing a global CDF used in an
inverse transform approach. We call this method: Gathering-Based Global CDF (called
GBG from now on). This method is global because it does not need a subdivision of the
image plane into regions. Our objective is to compute a more efficient global CDF than the
one proposed by Ritschel et al. [32]. Our approach differs from this method in the way the
VPL average contributions (see Section 3.1 for more details) are computed. Indeed, rather
than computing these contributions for a small subset of GPs, our approach computes them
for all the GPs. Our GBG method works as follows (Algorithm 2). At each GP , a hemi-
sphere is placed above it, then a set of rays are randomly (according to a pdf) traced from the
GP . For each ray, the first intersection point P is computed using Ray Marching through
the voxel-based subdivision of the scene [5] (line 7). Then we project P onto the shadow
map DPRSM (line 11). If P is visible from the DPRSM then it corresponds to a VPL.
In this case we compute its contribution (see (5)) to the current GP which is stored in a
GBuffer. This contribution is updated when considering the rest of the GPs. This process is
repeated for all the GPs. The result is the total average contributions of all the VPLs stored

(a) (b)

Fig. 4 Illustration of the discontinuity problem when we use one CDF for each gather point. In this example,
the image plane is subdivided into 4 regions, a local CDF method with only one CDF for each GP of a
region, we see discontinuity at the boundaries of regions; b local CDF method with 4 CDF per GP , the
discontinuities have disappeared
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in the DPRSM. The computed average contributions (line 24) are stored in a texture. As the
method is based on ray sampling through a GP hemisphere, it may happen that some VPLs
are not reached by the sampled rays, consequently there contribution is null, which corre-
sponds to holes in the associated texture. To fill the holes, we propose to use a 3 × 3 median
filter as a reconstruction filter.

The computation of an average contribution of all the VPLs is described by Algorithm 2.
Note that the average contributions is a luminance that is determined by converting an

RGB color into a scalar value called luminance using the following formula:

Luminance = 0.299 ∗ R + 0.587 ∗ G + 0.114 ∗ B (6)
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Given the VPL average contributions, we compute a CDF (called GBG) according to
Ritschel et al.’s method (see Section 3.1). We render the scene using this CDF as follows
(Algorithm 3). First from each gather point visible from the view camera, we randomly
sample a small number of VPLs that are selected from the DPRSM. In using a Russian
roulette, we sample the VPL from the front PRSM (line 9) or from the back PRSM (line 14).
As we use the Russian roulette technique, the final contribution is divided by the propability
of selecting the front or the back face (line 10 and line 15).

6 A multiple importance sampling approach

In this section, our objective is to improve a CDF-based rendering method (inverse trans-
form) by combining it with a gathering-based rendering method. We propose Multiple
Importance Sampling (MIS) to carry out this combination of two estimators.

6.1 Background on MIS

Let us compute two Monte Carlo estimators of the integral of f (x), one with a sampling
distribution (PDF) p1(x) and the other with PDF p2(x).
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In our case we have two rendering strategies:

1. Gathering approach: Monte Carlo method sampling a hemisphere placed above a GP

and using a cosine PDF;
2. Inverse transform method: using a CDF computed with any approach local or global.

The MIS strategy consists in combining the two Monte Carlo estimators as described by
Veach [37]:

F = 1

n1

∑
ω1(X1,j )

f (X1,j )

p1(X1,j )
+ 1

n2

∑
ω2(X2,j )

f (X2,j )

p2(X2,j )
(7)

We use a weighting function defined by Veach [37] to combine the two estimators. The set
of weights given by this function allows to generate samples X1,j or X2,j to reduce the
variance.

Veach proposes two balance heuristic weights associated with each strategy:

ω1(X1,j ) = p1(X1,j )

p1(X1,j ) + p2(X1,j )
(8)

ω2(X2,j ) = p2(X2,j )

p1(X2,j ) + p2(X2,j )
, (9)

X1,j and X2,j are the samples of the random variable x generated with the PDF p1 and p2
respectively. In our case these samples are pairs (θ, φ) (elevation angle, azimuthal angle)
representing a direction of a ray. Note that, when using p2 a VPL is associated with each
sample direction. The first distribution (PDF) p1(X1,j ) is used to sample a hemisphere
above a GP used by the gathering-based rendering method

p1(X1,j ) = cosθsinθ

π
, (10)

where θ is the polar angle formed by the sample ray and the normal at the GP , while the
second distribution p2(X2,j ) is used to sample VPLs according to one inverse transform
method (local or GBG).

p2(X2,j ) = αij (11)

where αij is the PDF values associated with the chosen CDF (see Section 5.3).

6.2 Description of our MIS method

We describe in this section our general algorithm that uses the MIS principle for render-
ing. We show how to combine the two estimators (gathering estimator and gathering-based
global CDF estimator). To weight the contributions, we use the balance heuristic method as
described in Section 6.1. Our main goal is to compute the PDF of each strategy when we
generate samples from the other strategy (p1(X2,j ) and p2(X1,j )).



13584 Multimed Tools Appl (2018) 77:13571–13595

Our algorithm consists of four Parts:

1. Run a gathering method to generate the average contribution texture that will be used to
compute the CDF: result = gathering-based global CDF (GBG CDF). See Section 5.3.

2. Run a classical gathering-based rendering: for each gather point and for each inci-
dent direction, we compute the incident radiance due to a VPL (VPL corresponding
to the projection into the the DPRSM of the first ray-scene intersection point). The
result is a contribution (contrib gathering) to all the gather points weighted by ω1 (see
Algorithm 5).

3. For each gather point of the previous step, select N VPLs using the gathering-based
global CDF: the result is a contribution (contrib CDF) for all the gather points weighted
by ω2 brought by the N selected VPLs (see Algorithm 6).

4. Sum the two contributions contrib CDF and contrib gathering (using (7)).

Algorithm 4 summarizes our proposed method.

To apply the MIS technique, we have to find the VPL PDF values of the j samples from
the gathering strategy (noted p2(X1,(i,k))) and the gathering distribution of j samples from
the gathering-based global CDF strategy when we compute the VPL contribution (noted
p1(X2,(i,k))).

The method of computing p2(X1,(i,k)) is described in detail by Algorithm 5. The gather-
ing PDF p1(X2,(i,k)) of the (i, k) sample, generated from the gathering-based global CDF,
is computed as:

p1(X2,(i,k)) = p2(X2,(i,k)) × ppv (12)

Where p2(X2,(i,k)) is the probability of selecting a VPL according to the gathering-based
global CDF method, ppv is the probability of connecting the gather point p to the selected
VPL v. As this connection is deterministic its distribution (pdf) is equal to 1.
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Fig. 5 a, b and c show the voxelization-based approach of the Sibenik, the Conference scene and the Sponza
Buddha scene respectively. We use a voxel grid with a resolution equal to 1283

Algorithm 6 illustrates the method of computing p1(X2,(i,k)).
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To compute p1(X2,(i,k)) we search for the angle θ between the normal N of the gather
point and the direction pv formed by the gather point and the selected VPL.

We have:
cosθ = 〈N, pv〉 (13)

θ = acos(〈N,pv〉) (14)

So we can compute p1(X2,(i,k)) as:

p1(X2,(i,k)) = cosθsinθ

π
(15)

7 Results and evaluation

In this section, we show some results obtained with our two CDF-based methods (local
CDF and gathering-based global CDF) as well as our MIS method. We validate our results
in terms of computation speed, and objective and perceptual qualities. Our test scenes con-
tain only static diffuse objects. We have used three scenes: Sibenik , Conference room and
Sponza Buddha scenes. We have placed one point light source in these scenes and consid-
ered single bounce indirect illumination. Our methods run on the GPU (NVIDIA Geforce
GTX 780 OC 6GB) and on the CPU (Intel i7 930 @ 2.80 GHZ, 8GO RAM running 64 bits)
using OpenGL 4.3.
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In the following, we describe the specifications of each scene. The three scenes used in
this paper are available in [25]. Their common characteristic is that they contain only diffuse
BRDF because our proposed methods run for diffuse objects only. The Conference room
scene contains 331,179 triangles without textures. While the Sibenik scene is a closed scene
containing 75,284 triangles with textured objects. On the other hand, the Sponza Buddha
scene is an open scene.

We illustrate in Fig. 5 the voxelization-based method (to speed up visibility calculation)
by Crassin and Green [5] for Sibenik, Conference, and Sponza Buddha scenes. To capture
the scene details, we choose a voxel grid with a resolution 1283.

The images, generated with our method, have been compared to reference images com-
puted with Ritschel et al.’s global CDF method (see Section 3.1). These reference images
have been generated using a global CDF computed with a large number (4k) of gather points
(used to compute the average contributions of the VPLs) and a large number of VPLs (10k

VPLs) used to compute the radiance of each gather point during rendering. The resolution
of the computed images is 512 × 512.

When rendering using a local CDF or gathering-based global CDF (GBG CDF), 800
VPLs are selected randomly according to the used CDF. One DPRSM is computed for the
point light source placed in the scene. Recall that a DPRSM consists of two PRSMs: front
and back. Each PRSM is assigned three buffers: position buffer, normal buffer and color
buffer. Figure 6 shows the two color buffers (front and back) of the DPRSM associated with
the Sibenik, Conference and Sponza Buddha scenes. The figure shows that each PRSM
(front or back) covers a 180 degree field of view.

Figure 7 provides results obtained with our local CDF, our GBG CDF and our MIS
methods together with the reference image of the three test scenes. Regarding the local CDF
approach, we have subdivided an image into four regions (say N = 4, see Section 5.2).
Images (b), (f) and (j) provide better results than those obtained with the global CDF-based
method [32] (images (a), (e) and (i)) since some regions of the image are better shaded while
they look dark when using the global CDF-based method. This can be explained by the fact
that with a local CDF the gahtering points (used to build a CDF) are uniformly distributed
over the image (similar to stratification).

For the same reasons, our GBG CDF method gives better results (images (c) (g) and
(k)) compared to the global CDF method [32] (images (a), (e) and (i)). This is due to the
fact the global CDF-based method assumes that a gather point is visible from all the VPLs
when computing the CDF, which is a strong assumption. Rather, our GBG CDF computes
visibility through Ray Marching in a voxel grid.

Table 1 gives some rendering times in milliseconds for four methods: global CDF, Local
CDF, gathering-based CDF and MIS. Our GBG CDF and MIS methods are faster than the
global CDF-based method. While generating better results, our local CDF-based method is
slower than the global CDF-based method because it repeats four times (one for each region)
the process of computing a CDF using a method similar to that of the global CDF-based
method.

Table 2 summarizes the time for generating the GBuffer containing all the informa-
tion (position, normal, color) of each visible point (gather point). It also provides the time
for generating the DPRSM and the visibility time that is computed using a Ray Marching
algorithm. Note that the shadow maps resolution is 512 × 512. The time is computed in
milliseconds. We observe that the Ray Marching algorithm (visibility computation) is the
most expensive step for each scene (Sibenik 79.86 ms, Conference 78.71 ms, and Sponza
Buddha 80.27 ms). Furthermore, the DPRSM generation step takes a few milliseconds for
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Fig. 6 a, c and e show the color buffer of the front face corresponds to all the triangles of the Sibenik scene,
the Conference scene and the Sponza scene respectively. b, d, and f correspond to the back face color buffer
for the three scenes respectively

the Conference (4.54 ms) and the Sponza Buddha (5.64 ms) scenes but it takes 33.85 ms

for the Sibenik scene because the Sibenik scene contains a large number of points stored in
the DPRSM. For the same reasons, we found that the GBuffer time generation is higher for
the Sibenik scene (15.23 ms) compared to the Conference scene (0.82 ms) and the Sponza
Buddha scene (1.06 ms).

Now we evaluate our local-based CDF and gatheirng-based global CDF methods by
using the RMSE metric and the HDR-VDP-2 [24] metric which is a perceptual metric
applied to HDR images (High Dynamic Range). Note that all the images generated by our
method are HDR images and the reference images are generated with the global CDF-based
method as explained above.

Figure 8 gives the RMSE for the local CDF-based and gathering-based CDF methods as
a function of the number of VPLs selected during the rendering step. We can notice that the
RMSE is small for the two methods and decreases when the number of VPLs increases. An
interesting result is that, for the gathering-based CDF method, the RMSE reaches its smaller
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(a) (b) (c) (d)

(e)

(i)

(f) (g) (h)

(j) (k) (l)

Fig. 7 The Sibenik, Conference, and Sponza Buddha scenes have been rendered using 800 randomly
selected VPLs per gather point and 800 directions for the MIS method. Image (a), (e), and (i) are the refer-
ence images for the three scenes generated with the global CDF-based method [32], the contribution of each
gather point is computed using a large number of VPLs (10k VPLs). Images (b), (f), and (j) have been com-
puted using our local CDF. Images (c), (g) and (k) have been generated with our GBG CDF method. Our
MIS method provides the images (d), (h), and (l)

Table 1 Time rendering of our local CDF, GBG CDF, and MIS methods compared to the global CDF method

Scene Sibenik Conference Sponza Buddha

Global CDF 600 ms 560 ms 270 ms

Local CDF 630 ms 640 ms 410 ms

GBG CDF 350 ms 340 ms 190 ms

MIS method 460 ms 460 ms 230 ms

This time rendering is computed in milliseconds for the three scenes using the same number of VPLs (800
VPLs for each method)

Table 2 Time for generating GBuffer, DPRSM, Ray Marching for Sibenik, Conference, and Sponza scenes
in millisconds. The Shadow Map resolution is 512 × 512

Scene Sibenik Conference Sponza Buddha

GBuffer 15.23 ms 0.82 ms 1.06 ms

DPRSM 33.85 ms 4.54 ms 5.64 ms

Ray marching 79.86 ms 78.71 ms 80.27 ms
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Fig. 8 RMSE results for the Conference scene as a function of the number of VPLs used for rendering

value for a number of 800 VPLs, which means that this number is sufficient for getting good
quality results.

Figure 9 shows the perceptual difference between the images, generated with our local
CDF-based and gathering-based CDF methods, and the reference images. The perceptual
differences are evaluated using the HDR-VDP-2 [24] perceptual metric applied to HDR
images.

We observe that most of the image of the test scenes is assigned a low error given by
the HDR-VDP-2 metric (blue and green parts in figures a, c, e, g, i, k). Therefore, our local
CDF and our GBG CDF images closely resemble the reference image. However, there exist
small regions with an non negligible error (a, c, e, g, i, k). To reduce these high values (red
parts), we can increase the number of VPLs during rendering.

Figure 10 shows results obtained with the gathering-based CDF and MIS methods for the
Sibenik, Conference and Sponza Buddha scenes. We have used the same number of samples
(a sample is: a VPL for the gathering-based CDF approach, and a direction for the MIS) to
generate the images of Fig. 10.

8 Conclusion and future work

In this paper, we have presented three VPL-based rendering methods: local CDF, GBG
CDF, and MIS. These methods allow to improve the selection of the most contributive VPLs
stored in a Dual Paraboloid RSM (that we called DPRSM). Our methods consider only one
bounce indirect illumination because we use a DPRSM placed at the point light source. We
use the Russian roulette technique to select one face between the front and the back faces
of the DRSM. All the results are concerned with only indirect illumination. For visualizing
our results on LDR displays, our HDR images have been tone-mapped using Reinhard’s
operator [30]. Our results show that our local CDF-based method, that divides the screen
into N regions, generates good images in term of quality but requires more computing time
compared to our other methods. This is why we have proposed our gather-based global CDF
to lower the time rendering.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i) (j)

(k) (l)

Fig. 9 HDR-VDP-2 metric between the reference images and those obtained with our methods for the three
test scenes. The first column represents the reference image for the Sibenik (A), Conference room (B), and
Sponza (C); the second column shows the HDR-VDP-2 images and the third one shows our results. Images
(b), (f), and (j) have been generated with our local CDF method. Images (d), (h), and (l) have been generated
with our GBG CDF. Images (a), (e), and (i) provide the HDR-VDP-2 metric between the reference images
(image (A), (B), (C)) and the images (b), (f), and (j) respectively. Images (c), (g), and (k) represent the
HDR-VDP-2 metric between the reference images (image (A), (B), (C)) and the images (d), (h), and (l)
respectively
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Fig. 10 Comparison of our GBG CDF method without MIS (left column) and our GBG CDF method with
MIS (right column)

Furthermore, we have applied the HDR-VDP-2 metric to show the perceptual differences
between our HDR images and the reference images obtained with the global CDF method
[32] with a high number of sample VPLs.

We have focused on the diffuse surfaces only. So, as future work, it would be worth to
adapt our algorithms to handle glossy surfaces and caustics. The shown results have been
generated from the static scenes. How to extend our methods to dynamic scenes. This is left
for future work.
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