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Abstract Spam appears in various forms and the current trend in spamming is mov-
ing towards multimedia spam objects. Image spam is a new type of spam attacks which
attempts to bypass the spam filters that mostly text-based. Spamming attacks the users in
many ways and these are usually countered by having a server to filter the spammers. This
paper provides a fully-distributed pattern recognition system within P2P networks using the
distributed associative memory tree (DASMET) algorithm to detect spam which is cost-
efficient and not prone to a single point of failure, unlike the server-based systems. This
algorithm is scalable for large and frequently updated data sets, and specifically designed
for data sets that consist of similar occurring patterns. We have evaluated our system against
centralised state-of-the-art algorithms (NN, k-NN, naive Bayes, BPNN and RBFN) and
distributed P2P-based algorithms (Ivote-DPV, ensemble k-NN, ensemble naive Bayes, and
P2P-GN). The experimental results show that our method is highly accurate with a 98 to
99% accuracy rate, and incurs a small number of messages—in the best-case, it requires
only two messages per recall test. In summary, our experimental results show that the DAS-
MET performs best with a relatively small amount of resources for the spam detection
compared to other distributed methods.
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1 Introduction

Spam has been described in previous studies [4, 13] as one of the major cyber security
problems. In email and messenger applications, spammers also use images to make such
spam harder to detect than the more common text spam [11]. In messenger applications,
spam may appear in the form of fake contacts which continuously send advertisements. In
the peer-to-peer applications, spamming is notoriously used as a tool to control copyright
infringement in P2P systems by the content owner, where it appears in the form of mal-
ware or polluted content which floods the system with bogus contents [35]. Recently, audio
and video P2P streaming applications are also spammed with corrupted streaming chunks,
which alter or disrupt the streaming service [31]. Given that spam has appeared in a variety
of forms, spam filtering requires significant efforts to learn the complex patterns in order to
classify these new forms effectively.

A few examples of email filtering techniques include greylisting, spamtraps, Domain
Name System (DNS)-based blackhole lists, and content-based email filtering. In greylisting,
a mail transfer agent temporarily rejects any email from an unknown sender and accepts
the email when it is found legitimate. Spamtraps are email addresses that are used to trap
email spam. Incoming email for other email addresses which have the same content with
spam identified by spamtraps is blocked, and the IP address of the source is also stored to
blacklist the sender. A DNS-based blackhole list is used to store the addresses of computers
which involves in spamming and this list can be used by DNS server software later to
query spammer address in real time. The success of this method, however, depends on the
number of reports from users and the accuracy of the reports. Despite this, the most popular
technique these days is content filtering where intelligent content recognition algorithms
are used to predict the legitimacy of an email [6, 28].

The spam detection problem can be defined as follows. Given an object x, the spam
detector must classify whether the object is a spam or a ham based on a number of fea-
tures.1 In pattern recognition, a supervised classifier is trained on a set of examples which
consists of labelled spam and ham (legitimate) messages. This process generates a classifier
model which can be used to predict either a message is a spam or not. In the text-based spam
filtering, the message is transformed into a representation of d-dimensional vector where
each dimension usually represents a character of words which is useful to distinguish spam.
While in the image spam problem, the well-known method for generating these features is
the content-based feature extraction [33]. The spam email or spam message domain usu-
ally involves a big and rich content that results to a large dimensional attribute vector. New
spam objects are frequently introduced into the system and this results in a high volume
amount of data for spam filters to deal with [3]. In addition, the pattern recognition tech-
niques are usually computational expensive and hence to apply them on such big data on
a single server is expensive. Therefore, we propose a fully-distributed computing approach
for pattern recognition within P2P networks, namely Distributed Associative Memory Tree
(DASMET) to solve this problem. The propose approach is an incremental learning algo-
rithm which works efficiently with large and frequently updated data in spam problems.
The incremental learning keeps the classifier constantly updated and provides the prediction

1The term feature is used alternately with the term attribute in this paper.
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outcome at any time. By using DASMET in the proposed image spam detection technique,
can provide an accurate, fast, scalable and economical option for this problem and this is
shown in this paper.

Initially, we discuss the related works and then we explore the effectiveness and effi-
ciency of the P2P-GN [1] for the spam detection problems. Since such problems involve a
large number of duplicate or near-duplicate (almost similar) objects [26], we suggest that
a more efficient (time and communication) solution can be achieved in classifying these
objects. This is accomplished by extending the flat structure of the P2P-GN into a tree
structure distributed associative memory as previously proposed in [2]. In the P2P-GN, the
fine-grained memories of trained patterns are stored at leaf nodes and the association of
these memories enables it to recognise fuzzy patterns. We extend this basic P2P-GN func-
tionality by storing the memories in several different levels of view—in a tree structure
where a node at the higher level of the tree stores a larger patterns’ view (more coarse-
grained memories) and the root node stores the whole patterns’ view. Hence, the duplicate
patterns can be detected in a straightforward way by the root, while the noisy patterns can
be recalled by the nodes at the lower part of the tree (which stores fine-grained memories).

This comes with a trade-off of more storage overhead compared to the P2P-GN.
Nonetheless, this overhead can still be considered as low since k training objects (instances)
with exactly similar features (duplicate patterns) are only stored once—these are considered
as a single unique pattern. Therefore, the trade-off can be ignored here; instead, we focus
on improving the response time and communication overhead. The resulting extension of
the P2P-GN is called the DASMET. In this paper, we study the feasibility of the DASMET
to provide a fast, communication-efficient and fully-distributed solution for the image spam
problems.

This remainder of this paper consists of seven sections as follows. Section 2 discusses the
related works. The inefficiency of the P2P-GN approach for classification problems with a
high number of repeating patterns, which led to the development of the DASMET for spam
detections, are briefly explained in Section 3. In Section 4, we introduce the DASMET and
describe its learning and recall2 operations. Following this, we report the outcome of our
experimental study of the DASMET’s effectiveness and efficiency for distributed image
spam detection in Section 6. Next, in Section 7, we analyse the complexity of the proposed
scheme theoretically. Finally, we summarise the findings of this paper in Section 8.

2 Related works

Spam is often generated by machines using a common template and are sent in bulk to many
users. Hence, these forms of spam are usually similar or exact duplicates. The duplicate
spam items can easily be filtered out using a signature-based approach, where the signatures
of the spam items are stored in a centralised database (e.g. Sig2dat [30]). This, however
is infeasible for large data with rich and complex contents. Moreover, the signature-based
methods are also unable to recognise the fuzzy spam items and, therefore, a degree of noise
is often inserted by spammers to avoid detection that uses signature-based methods.

2Recall refers to classification or prediction in this context.
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Distributed detection approaches have been widely used either to build a scalable method
for large data or to solve the spam detection method within distributed systems (e.g. P2P
systems). Zhou et al. [34] proposed a distributed spam detection system that uses fea-
ture signatures to identify spam emails and it can recognise fuzzy and “never-been-seen”
spam items.The reputation-based approaches [17, 20, 23] also offer distributed approach
for spam filtering. However, the high volume of spam objects results in a high commu-
nication overhead since votes for each object are exchanged among peers. In Zhou et al.
[34], the identifiers for all objects which have one or more features that match with features
of a queried object (test instance) are sent to the requester peer (the peer which requests
for classification). In addition, the reputation-based methods and the method in Zhou et al.
[34] require the unique identifiers (e.g. signatures) of all identified spam objects to be
stored. This results in a high storage overhead since a botnet (a program to generate spam
automatically) can easily generate a high volume of spam objects.

Several studies have proposed various methods based on pattern recognition to iden-
tify image spam. SpamHunter [14] proposed probabilistic decision tree by using color
histogram and gradient orientation histograms for spam detection. Chen et al. [10] used
STRHOG methods for intelligent character recognition on cloud enviroment. This paper
focusses on the feature extraction part and it used HOG feature vectors and nearest neigh-
bours classifier. Chowdhury et al. [11] proposed a spam filter by using BPNN classifier.
In the method, file features of the embedded image and the low level; visual feature points
are extracted. Image spam detection also has been introduced by Wakade et al. [32]. They
proposed a spam filter by using J48 algorithms and six visual features are used: luminance,
numbers of colors, color saturation, white pixel concentration, standard deviation of colors
and hue.

The results from these studies show that pattern recognition techniques have proven
effective for spam detections [25, 29] and these do not require the storing of the identifiers
of all identified spam items as in Zhou et al. [34]. However, most of the available pattern
recognition algorithms are centralised and given the spam objects are rapidly updated and
involve a large amount of data, these algorithms are infeasible. Therefore, this paper investi-
gates an efficient (time and communication), fully-distributed pattern recognition algorithm
to detect spam within large data sets.

3 Efficient classification for datasets with frequent repeating patterns

In the P2P-GN, the memory of a pattern �x is divided into nH small parts and these parts are
stored at nH leaf nodes. To recall the memory of �x, a requester sends recall queries to all nH

leaf nodes and these leaf nodes respond with their recall predictions. The recall operation
of a clean copy of a stored pattern �x is similar to the recall of a noisy copy of �x. Hence,
the recall process for both the clean and noisy copy of the stored �x incur similar run-times
and communication overheads. This results in inefficiency in the recall of duplicates of the
stored patterns.

Let say the recall requests for a duplicate of x occurs at z times, then the total number
of messages equals 2nH · z. The number of messages can be reduced to 2z by storing the
whole memory of x at a single node pa where a recall request for a duplicate of x is sent to a
single node pa , instead of nH leaf nodes. Meanwhile, a fuzzy pattern can still be predicted
by recalling the memories at leaf nodes. This idea leads to the development of an extension
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of the P2P-GN for datasets with a high number of repeating and similar patterns, that is the
DASMET.

DASMET stores patterns in a tree structure; the leaf nodes store the fine-grained memory,
and the nodes at the upper layer store a more coarse-grained memory where the top node has
an overall view of the pattern. To recall a pattern, the algorithm initially detects the pattern
at the root. If the pattern has been found, then the recall process is stopped here. Otherwise,
we continue to look at a more close-up (fine-grained) view of the pattern at the lower-level
nodes recursively until we discover the most likely predictions. By doing this, we can reduce
the communication and processing overheads by detecting duplicates or closely-resembling
patterns at the entry point of the system and thus avoid wasting resources on an expensive
pattern recognition process. This is achievable because a high number of exact duplicate
and similar patterns in the system is likely.

The brief idea behind our method is shown in Fig. 1. The example shows that the queried
pattern is first matched with the stored pattern at level 0; if it is found to match the stored
pattern, then the detection process decides that the label of the queried pattern equals the
matched stored pattern. If it is not found, then the queried pattern is split into two smaller
parts and these parts are matched with the equivalent parts of the stored pattern at level 1.
For example, the region specified by the red line in the queried pattern is matched with the
region covered by the red line ins the stored pattern. This process is continued until one of
the matched region are found; this requires the memory of the whole segment and its parts.
Instead of storing the pattern in its raw form, we only store the key of the pattern (pattern
identifier). The number of iterations (levels) is also limited by the height of the tree since
the smallest sub-pattern size is predefined (see Rule 1 of Section 4.1).

4 DASMET for pattern recognition within P2P networks

The DASMET structure was firstly introduced in [2]; however in this paper, we detail
the processes involved. DASMET constructs the logical structure of the distributed algo-
rithms, where every node in the tree represents a computational unit. Every peer within the
network builds their own abstract DASMET tree structure using the parameters that are pro-
vided upon joining the system and all peers construct equivalent trees. The tree is used for
reference in generating identifiers throughout the scheme’s lifetime.

4.1 The logical structure of the DASMET

The logical structure of the DASMET is a rooted tree DR = (VR,ER), where VR is the
set of vertices and ER is the set of edges (see Fig. 2). Each vertex stores a set of bias
elements which include score tables. The distributed storage of the DASMET is the same as
in the P2P-GN (as described in [1]) but with additional memories stored for the upper level
of the tree . A requester node can be any peer within P2P networks and it does not store
any memory, instead, it only requests for learning process or recall process and performs
aggregations in calculating prediction for its own request. The DASMET structure depends
on two predefined values: (i) the maximum number of children of each node, or the segment
size at a leaf node, ϕs ; and (ii) the number of features d. The DASMET operation starts by
creating a number of sub-patterns or leaf nodes ̂X = {x̂i}nh

i=1 prior to building the tree. The
process of creating the sub-patterns or leaf nodes is similar to that of the P2P-GN. Using the
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Fig. 1 An example of the idea used in the spam detection using DASMET. In level 0, the whole queried
pattern is matched with the overall stored pattern and if it is not found, then in the second level, two parts of
the pattern are matched against the stored pattern. The coloured lines show the matched pattern—for instance,
the blue region of the queried pattern is matched with the blue region of the stored pattern. In this example,
the similar patterns are found for two parts out of four at level 2

input ̂X, the DASMET tree is generated by Algorithm 3 of Appendix A. Figure 2 shows an
example of a DASMET structure for a problem where the number of features is 23. SF is
segmented into 10 segments of size five each. The leaf nodes store the sub-patterns, while
the internal nodes and the root node store the combined indices from its children. The tree
height, �, and the total number of nodes, nR , are formally given in the following (1), and
(2), respectively.

(logϕs nH + 1) > � ≥ logϕs nH (1)

nR ≤
�−1
∑

l=0

ϕl
s + nH

≤ ϕ�
s − 1

ϕs − 1
+ nH (2)

A memory of a unique pattern at a root node can be recalled by linking the entries within
bias arrays at any level l. As shown in Fig. 2, the pattern “amirakeepsthevaseformum” can
be recalled at any level by associating entries from nodes at the same level (see the dotted
lines linking the entries from the bias arrays) as follows. At level 0, by associating the node
h14 at entry 7. A level 1, by associating the entries: entry 5 at node h11 and entry 6 at node
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Fig. 2 An example of a DASMET architecture for a problem where d equals 23 and a newly added input
pattern “amirakeepsthevaseformum”. The predefined ϕs is 5. Each node holds a bias array (represented by
the box). The underlined entries represent the active entries for the input pattern and the dotted lines show
the links between the memories

h12 and entry 4 at node h13 and at level 2 by associating the entries: entry 0 at node h1, entry
2 at node h2, entry 0 at node h3, entry 3 at node h4, entry 0 at node h5, entry 1 at node h6,
entry 3 at node h7, entry 1 at node h8, entry 0 at node h9, and entry 2 at node h10.

The selection of ϕs’s value affects the performance of the algorithm and, therefore, a
cross-validation may be required to make the decision. A large ϕs may reduce the accuracy
of the DASMET by degrading the system’s ability to recognise a highly fuzzy pattern. On
the other hand, a small ϕs leads to an increase in the communication overhead and may
result in the worst-case of recall run-time. For simplicity, we define a rule-of-thumb on ϕs

and OV as follows.

Rule 1 (DASMET Rule-of-Thumb) Given a pattern P with size-d, the value of ϕs is
defined to be 3 ≤ ϕs ≤ �log2 d� with OV equal to

⌈

ϕs

2

⌉

where d > ϕs .

By limiting the maximum ϕs to �log2 d�, we can ensure the DASMET’s capability
to recognise a noisy pattern, while theminimumvalue of ϕs limits the communication overhead.

5 Network-wide DASMET

In the implementation within P2P networks, the bias array is divided into fine-granularity
components where each component (represented by an identifier) includes a score table.
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Fig. 3 Examples of pairs <bias identifier:input> that are created for the pattern “amirakeepsthevasefor-
mum”

This forms a bias element which is similar to the storage in the P2P-GN [1]. A score table
stores a list of pairs 〈c, ̂f (ψ, c)〉 where class label is represented by c and the ̂f (ψ, c) is the
frequency of pattern ψ occurring in class c. A bias identifier provides an address to every
bias element across the network. The process to generate the bias identifier is explained as
follows.

5.1 Bias identifier generation

Figure 3 shows an example of sub-patterns and bias identifiers created from the pattern
“amirakeepsthevaseformum”. In this example, 10 sub-patterns with size five each are cre-
ated. The sub-patterns and their bias identifiers are shown in the form of pair<bias identifier
: input>.3 There are 14 bias identifiers in total where 10 bias identifiers represent the sub-
patterns at level 2; three bias identifiers represent the sub-patterns at level 1; and one bias
identifier represents the whole pattern at the level 0. If all of these bias identifiers have not
yet been seen in the system (in the event that this is the first time the pattern “amirakeeps-
thevaseformum” occurs), then the learning process of these bias identifiers creates 14 new
bias elements within the system (a bias identifier for each bias element).

The procedure for generating bias identifiers is described in Algorithm 4 of Appendix A.
The bias identifiers for every node hi in GR are calculated from input �x starting from level
� until it reaches level 0. The generation of bias identifiers at leaf nodes (level �) in the
DASMET is similar to that of the P2P-GN, where the input to the identifier generation
function qLeaf(.) is the sub-pattern and the position or index of the leaf node. However, an
input argument to the identifier generation function q(.), for an entry at an internal/root node
v, is an ordered set of combined identifiers from its child nodes ̂ψ = {ψ1, ψ2, · · ·ψwv },
where wv is the number of child nodes and ψi is a bias identifier from ith child of v. Here,
a hash function is used for the function q(.) and qLeaf(.).

Definition 2 (Function qLeaf(s, j )) An identifier generation function qLeaf(s, j) at a leaf
node creates a bias identifier for a given input pattern s and position j.

3The input for generating a bias identifier at a leaf node is a raw sub-pattern, while the input at an internal
node and the rootnode is a sequence of combined identifiers of its child nodes.
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Definition 3 (Function q(̂ψ)) An identifier generation function q(̂ψ) at an internal or root
node creates a bias identifier for a given input of bias identifiers of its |w| children ̂ψ =
{ψ1, ψ2, · · · ψ|w|}.

Any host is capable of calculating identifiers of a particular vector �x by itself, provided
that the GR structure is known to all peers. Given the common parameters d and ϕs , a peer
knows the GR structure by building its abstract structure locally. This structure is used as a
framework to create all bias identifiers of pattern �x.

In an example in Fig. 4, four bias elements and identifiers are created at the root node (i.e.,
{, ψ30, ψ27, ψ20, ψ16}). The bias identifiers at the root node are created using the combined
identifiers from the leaf nodes {leaf node 1, leaf node 2, leaf node 3}. For instance, the bias
identifier ψ30 (at the root node) is created using the combination of identifiers ψ3 (in the
leaf node 1), ψ8 (in the leaf node 2) and ψ11 (in the leaf node 3) as input parameters, while
a bias identifier for a bias element at a leaf node is generated by using an input sub-pattern.

In the context of P2P networks, an identifier or a key of a data must comply with the
overlay network identifier space for efficient storing and lookup. The consistent hash func-
tion that creates the identifier is defined by the P2P overlay design and it is provided to
the peer when it joins the network. In our implementation, we use SHA-1 to create the
identifiers. In the placement within P2P networks as shown in Fig. 4, a bias element with
identifier ψ is placed at a peer which has identifier p.ID where the ψ is within the range
of [p.ID, psuc[0].ID), p.ID is an identifier of p and psuc[0].ID is an identifier of the
immediate successor of p.

Fig. 4 The diagram on the left shows the logical location of bias arrays and bias elements within the DAS-
MET structure, while the diagram on the right shows the placement of bias elements within a Chord network.
Bias identifiers are generated in the same identifier space as peers’ identifiers: a bias element with identifier
ψ8 being assigned to the peer σ6 where the peer σ6 is responsible for storing bias elements with identifiers
within the range [6, 9)
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Here, we use only sub-patterns as input for bias identifier generation. For instance, the
leaf node 1, leaf node 2 and leaf node 3 have similar sub-patterns 〈A|A|B〉 and; therefore,
the same identifiers ψ8 are generated for these sub-patterns. However, henceforth in this
paper, we use the pair of sub-pattern and position as input for bias identifier generation.
For a pattern with the same domain values (e.g., {0, 1}), there is a high possibility that a
segment x̂i at the position i is similar to a segment ŝj at the position j. Therefore, the use of
only sub-patterns for identifier generation will result in a smaller number of bias elements
compared to the use of the pairs of sub-pattern and position. However, this may also result
in the peer which holds the bias elements to responding to a higher number of recall or
learning requests.

5.2 DASMET learning procedure

The learning process in the DASMET strategy is explained in Algorithm 1.

The input to the DASMET learning is a set of leaf nodes H, and a training instance which
consists of a label for the training instance c and a sequence of feature vectors �x (which
forms a pattern). In the DASMET learning, all the indices are calculated at a requester
peer (see Section 5.1). In this instance, all peers are assumed to know the tree structures
(which they can build themselves locally given the tree parameters) and the identifier gen-
eration function. This information can be shared during peers’ bootstrapping. Therefore, all
peers know �, that is, the height of the DASMET tree. The localLearning(.) function and
LEARN REQUEST message here are equivalent to the P2P-GN.

The bias identifiers for all nodes in DASMET (GR) and the class label for the training
instance in pairs {〈ψ(hi), c〉}hi∈GR

are sent to the network using the LEARN REQUEST
messages where ψ(hi) is the bias identifier that is generated for node hi ∈ GR and c is the
class label. These bias identifiers are generated using the generatingIdentifiers(.) function
which has been discussed in the previous Section 5.1. Upon receiving the LEARN REQUEST
message, recipient peers then locally perform the local learning and the learning process.

5.3 DASMET recall procedure

The procedure during recall is explained in Algorithm 2. Three main
functions—localRecall(.), agg(.), and finalPrediction (.)—and two types of messages—
RECALL REQUEST and RECALL RESPONSE are the same functions as in the
P2P-GN.
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The recall is invoked by a requester peer and it starts from the root node at level l = 0
and after completing the generatingIdentifier(.) execution. The lookup begins by sending a
query RECALL REQUEST for identifier {ψ(h1)} to the network. If the receiving peer has the
queried index, then it calculates the prediction using the local function localRecall(ψ(h1))
and then responds with the RECALL RESPONSE message with its local prediction r(h1).
Upon receiving the response, the requester validates the prediction using Rules 4 and 5.

Rule 4 (Termination Condition C0) The termination condition, C0, of this algo-
rithm is true in the event of: (i) a single prediction is obtained or, (ii) there is no valid
prediction made (by Rule 5) or, (iii) the global prediction for queries of indices for level �
has been calculated.

Rule 5 (Invalid Prediction Rule) A prediction is invalid when it consists of more
than one class which have a vote value that is equal to or larger than maxv − ve where
maxv is the majority vote value and ve is a discount vote value which is an integer 0 ≤ ve <

maxv − 1

In the event the prediction is invalid (Co of Rule 4 is false), the next recall phase is exe-
cuted with recall requests for the next level being sent to the network, whereas if it is valid
(Co of Rule 4 is true), the recall process is terminated with r̂(h1) as a global prediction ̂R(G).
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As the global prediction is obtained at the first recall, then we achieve the optimal recall
prediction (see Property 6). For every recall phase, ml = |Hl | requests for {ψ(hi)}hi∈Hl

are
submitted into the network where Hl is a set of nodes at level l and Hl ∈ GR .

In the event that the prediction is invalid, the recipient peer z calculates the local predic-
tion r̂(h) using the local function localRecall(ψ(h)) and then replies to the requester x. After
receiving the local predictions from ml peers, the requester performs an aggregation func-
tion agg({r(hi)}hi∈Hl

) to finalise the global prediction ̂R(G). Then ̂R(G) is validated before
terminating (Co of Rule 4 is true) or proceeding (Co of Rule 4 is false) with the lookup for
the recall requests at the next level (l = l+1). These processes are stopped when l > �. The
final ̂R(G) is then used to obtain a final prediction L using the function finalPrediction(.).
This is formally defined in Property 6.

Property 6 (Optimal Recall Prediction) An optimal recall is achieved when the
valid prediction is obtained during level 1 (the lookup query is found at the root node) which
only requires a single query message that is sent to the root node and then the root node
responds with a valid prediction.

In the case of an optimal prediction with optimal connections,4 the number of messages
is two and the recall process requires a constant time.

6 Experiment

In this section, we empirically evaluate the accuracy and efficiency of our methods for image
spam detection. All the experiments here were conducted using 10-fold cross-validation and
they were run on a PC with Intel Core i-7 2.9GHz and 8Gb memory. All algorithms were
implemented using Java and they were integrated into the Peersim simulator [27].

6.1 Dataset

The dataset that was used for the image spam experiment is a publicly available dataset
and it was obtained from the personal image dataset Dredze et al. [12] and the Amsterdam
library of object images (LOI) Geusebroek et al. [15]. We used the Weka package [18] to
partition the training and test datasets for the 10-fold cross-validation in all experiments.
The personal image dataset consists of 3293 images of spam and 1993 images of ham.

Due to difficulties during feature extraction (the feature extraction tool that we used in
this experiment was unable to extract the required features), 63 images of spam and 121
images of ham have been removed. To increase the number of ham images, we added 2000
images of ham from the Amsterdam LOI corpus to increase the size of dataset for our
experiments, resulting in a dataset of 3872 ham images and 3266 spam images.

The large number of ham images is useful for investigating the false positive predictions
generated by our algorithm. This is important since the high number of false positives is
a common problem of spam filtering—a high number of ham objects is misclassified as
spam, even though they contain legitimate content. Figures 5 and 6 show a few examples of
images that were used in this experiment.

4The lookup process only involves a single hop message.
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Fig. 5 Some examples of image spam that are used in this experiment

6.2 Content-based feature extraction

A tool utilising the Java Advanced Image (JAI) package that is called JFeatureLib [21] was
used in this experiment to extract the features. Using Weka, we performed discretisation to
transform the continuous values in the dataset into discrete values since our algorithm works
only on a discrete dataset.

Most of the research on image spam detection generates content features using Optical
Character Recognition (OCR) techniques, since image spam commonly includes embedded
texts. However, the embedded text is always changed to avoid detection. Therefore, in this
experiment, we used low level features low level features (corner and edge detection, shape,
colour and textures) which are better suited to this problem since the quality of images
which are generated by machine are usually not as good as the images produced by humans
Al-Duwairi et al. [5]. Here, we selected three low level descriptors—Haralick descriptor
[19], colour and edge directivity descriptor (CEDD) [8], and fuzzy colour and texture his-
togram (FCTH) [9], due to their low computation overheads. The Haralick differentiates the
image areas based on textural characteristics. It produces 14 texture features: angular second
moment, contrast, correlation, variance, inverse difference moment, sum average, sum vari-
ance, sum entropy, entropy, difference variance, difference entropy, information measures of
correlation, information measures of correlation and maximum correlation coefficient [19].
The CEDD incorporates colour and texture information in histogram form and it produces
144 features, where each feature represents a bin [8]. The FCTH combines the colour and
texture information in a single histogram which consists of a sequence of 192 bins which
represents a feature vector [9].
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Fig. 6 Some examples of image ham that are used in this experiment

6.3 The classifiers

We compare the accuracy of our algorithm for spam detection with a set of five centralised
classifiers: k-nearest neighbour (k-NN), nearest neighbour (1-NN), naive Bayes, backprop-
agation neural network (BPNN) and Gaussian radial basis function network (RBFN). We
further compare the accuracy of our algorithm with three distributed algorithms: Ivote-DPV
[24], ensemble k-NN and ensemble naive Bayes. It is also important to highlight that almost
all algorithms in this experiment—1-NN, k-NN, naive Bayes, ensemble k-NN, ensemble
naive Bayes, DASMET and P2P-GN)—are update-able as they perform incremental learn-
ing. Hence, they are feasible for online learning which is useful for P2P networks in dealing
with large datasets and frequent data updates. The experimental set-up of these classifiers is
as follows.

Out of the five centralised classifiers, three of them require some parameter tuning. These
parameter values are selected either by manual tuning or in consideration of the computa-
tional limitations of the hardware used in this experiment. Particularly in the case of BPNN,
we set the learning iterations to 50, since it was expensive to process a large number of
iterations. The number of hidden neurons in BPNN was set to d+|C|

2 where d is the num-
ber of attributes (features) and |C| is the number of classes. For RBFN, the classifier uses
the k-means clustering algorithm for basis functions and it learns a logistic regression. The
number of iterations is set to be unlimited until convergence. For the k-NN classifier, we
used k = 3 in this experiment.

In the Ivote-DPV experiments, we used a pasting algorithm—Ivote—as the local classi-
fier and J48 as the base classifier (as used in Luo et al. [24]). In the Ivote, a small number
of instances (called bites) are sampled from the local dataset during each learning iteration.
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We set the size of bites to 20% of the dataset size when the dataset size is larger than or
equal to 100. Otherwise, the size of bites is equal the size of local dataset size. This is to
avoid very small bites sizes, which may result in a high number of iterations before conver-
gence. Here, we used the same setting as in Luo et al. [24], where the parameter λ = 0.002
was given for the Ivote classifier. For the experiments of ensemble classifiers (ensemble k-
NN and ensemble naive Bayes), the local results from all the peers were collected at a single
peer and these were aggregated using majority voting.

6.4 The P2P-GN and DASMET structure

The P2P-GN and the DASMET structures are problem-specific. Since there are three differ-
ent datasets created with three different descriptors in the image spam detection experiment
(the Haralick descriptor, the CEDD descriptor and the FCTH descriptor), we have three
different DASMET trees in this experiment.

In order to simplify this experiment, the structures of DASMET were determined based
on Rule 1, which provides a simple guideline of parameter selection. The DASMET struc-
tures that we used in this experiment are described in Table 1. ϕs values were obtained by
applying Rule 1 to each problem. For the Haralick experiment, we decided to use ϕs = 3
(that is the smallest value allowed by Rule 1) since the dataset has a very small number of
features (d = 14). In contrast, we used the highest values allowed by Rule 1 (ϕs = �log2 d�)
in the FCTH and CEDD experiments, in that d in both of these experiments is high. Note
that the values were chosen using tuning-by-hand and based on the idea that a high ϕs may
reduce accuracy, while a small ϕs increases communication overheads.

The parameters to create the sub-patterns in the P2P-GN are given as follows. The sub-
pattern size, ds is set to be equal to ϕs and the overlap rate is OV . The values of ϕs and
OV for the experiments in this chapter are given in Table 1. Hence, the same number of
sub-patterns or number of leaf nodes are generated in both, the P2P-GN and the DASMET
in these experiments.

Cross-validation for parameter selection or parameter optimisation may be useful to get
better results. Here, however, we do not optimise the parameters for this particular problem.

6.5 Simulator set-up for distributed algorithms

The experiments were conducted on a simulation of a 2000 peers Chord network [22] using
the Peersim simulator. We chose this value due to the small size of the datasets in both
experiments. Considering the small number of training instances in this experiment, a dis-
tributed system simulation of a network of 2000 peers may result in a very small number
of training instances at each peer in a disjoint data distribution. Therefore, in the simulation

Table 1 The P2P-GN and DASMET structures for this experiment

Dataset Data Segment size/ Overlap rate Number of Total nodes Height

dimension max. children (OV ) leaf nodes (nR) (�)

(d) (ϕs ) (nH )

Haralick 14 3 2 12 22 3

FCTH 192 7 4 63 85 3

CEDD 144 7 4 47 55 2
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of these these classifiers, we distributed the training dataset using a joint data distribution
where we set 50 instances per local dataset and the training instances in each local dataset
are randomly sampled with replacement from the training dataset, using a uniform distribu-
tion. A joint data distribution from a small size training dataset within a large network size
results in a large number of redundant samples across the network. Hence, the size of the
local datasets and the number of peers are reasonable, considering the size of the datasets in
this experiment.

Every peer in this simulation stores the link to its k successors and a predecessor.
Therefore, every peer has k + 1 immediate neighbours. The delay per hop was uniformly
distributed between 1 and 20 ms in this experiment. For Chord network, the size identifier
is equal to 160-bit and the size of the successor list is equal to 12.

6.6 Performance metrics

All of these experiments involve binary classification: that is, classifying an item of interest
into either spam or ham (legitimate object or non-spam) classes. We used five metrics to
evaluate accuracy in these experiments: accuracy, false positive rate (FP rate), precision,
true positive rate (TP rate)5 and the F-measure (Fm)6 [7]. To evaluate the overheads of the
distributed algorithms, two metrics which are affected by the networking related factor were
used: number of messages per test and the recall time per test. These performance metrics
measure the communication efficiency and time efficiency of the distributed algorithms,
particularly for the fully-distributed image spam detection problem.

The accuracy is calculated by dividing the correctly classified tests with the total tests.
The FP rate measures the rate of ham objects which are incorrectly classified as spam.
This measurement is important since the problem with the current spam filters is the high
false positive rate, which incorrectly filters out the ham objects from the user’s view. The
precision measures the fraction of the queries that are correctly recalled as spam from all
the queries that are classified as spam. The precision is always used together with the TP
rate metric which gives the fraction of queries that are correctly recalled as spam from all
the queries which are actually spam. Finally, Fm is the harmonic mean of precision and TP
rate (a balanced mean between precision and TP rate).

6.7 Evaluating accuracy

The accuracy results for the FCTH experiment, CEDD experiment and Haralick experiment
are reported in Tables 2, 3 and 4, respectively. In general, the result shows that 1-NN per-
forms the best among the centralised classifiers (k-NN, BPNN, RBFN and naive Bayes) in
these experiments. It has very high accuracy, a low FP rate and a high Fm rate. It generally
has the lowest FP rate compared to other centralised and distributed classifiers except in the
FCTH experiment.

Within the group of distributed classifiers, the DASMET significantly outperforms other
methods in accuracy. The P2P-GN is less accurate than the DASMET but both are better
than the ensemble k-NN, ensemble naive Bayes and Ivote-DPV. The Ivote-DPV performs
poorly compared to all other classifiers where its FP rate for all experiments is the highest
and its accuracy rate is the lowest.

5True positive rate is equivalent to recall in the content retrieval context. However, we do not use the term
recall here since, in the context of this paper, recall refers to prediction.
6F-measure is also known as F-score or F1 score.
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Table 2 Accuracy in the experiment using the FCTH descriptor for image spam detection

Classifier FP rate Accuracy Precision TP rate Fm

Centralised classifiers

Naive Bayes 0.107 0.871 0.877 0.846 0.861

1-NN 0.015 0.971 0.983 0.955 0.969

k-NN 0.014 0.959 0.984 0.930 0.956

BPNN 0.029 0.968 0.966 0.965 0.966

RBFN 0.105 0.897 0.873 0.898 0.885

Distributed classifiers

P2P-GN 0.069 0.941 0.915 0.954 0.934

DASMET 0.018 0.972 0.979 0.960 0.970

Ensemble k-NN 0.138 0.857 0.834 0.851 0.842

Ensemble naive baye 0.125 0.857 0.855 0.836 0.845

Ivote-DPV 0.152 0.822 0.825 0.795 0.810

The DASMET generally has the best accuracy compared to other classifiers in all exper-
iments. It has accuracy comparable to the centralised 1-NN where its Fm in all experiments
are higher than 1-NN, although its FP rate is slightly higher than 1-NN. It achieves 0.97 to
0.987 accuracy rate with 0.97 to 0.986 Fm value. The high Fm value demonstrates the con-
sistency of the predictions. The low FP rate—less than 0.02 for all the experiments using
different descriptors—show that DASMET is a good filter since it rarely classifies ham
objects as spam, such cases of misclassification often hinder the users viewing the legitimate
images which is possibly important or useful to them.

Since the centralised classifiers have all datasets at a single node (where the learning and
classification are executed at a single site), this gives an advantage for them to produce a
more accurate prediction. The comparison, however, aims to show that the proposed dis-
tributed algorithm can produce a comparable accuracy to the centralised implementation

Table 3 Accuracy in the experiment using the CEDD descriptor for image spam detection

Classifier FP rate Accuracy Precision TP rate Fm

Centralised classifiers

Naive Bayes 0.116 0.862 0.883 0.827 0.855

1-NN 0.009 0.972 0.990 0.949 0.969

k-NN 0.013 0.955 0.987 0.920 0.952

BPNN 0.032 0.972 0.968 0.969 0.969

RBFN 0.111 0.896 0.890 0.883 0.886

Distributed classifiers

P2P-GN 0.045 0.960 0.946 0.967 0.956

DASMET 0.014 0.983 0.984 0.978 0.981

Ensemble k-NN 0.120 0.827 0.873 0.777 0.822

Ensemble naive Bayes 0.115 0.833 0.878 0.783 0.828

Ivote-DPV 0.152 0.820 0.827 0.790 0.808
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Table 4 Accuracy in the experiment using the Haralick descriptor for image spam detection

Classifier FP rate Accuracy Precision TP rate Fm

Centralised classifiers

Naive Bayes 0.049 0.951 0.942 0.951 0.946

1-NN 0.005 0.985 0.994 0.973 0.983

k-NN 0.010 0.975 0.989 0.959 0.974

BPNN 0.021 0.978 0.975 0.978 0.976

RBFN 0.048 0.948 0.943 0.943 0.943

Distributed classifiers

P2P-GN 0.015 0.984 0.982 0.982 0.982

DASMET 0.009 0.987 0.989 0.982 0.986

Ensemble k-NN 0.106 0.911 0.867 0.933 0.899

Ensemble naive Bayes 0.087 0.920 0.894 0.927 0.910

Ivote-DPV 0.164 0.846 0.794 0.859 0.825

of the state-of-the-art algorithms. Nonetheless, since DASMET has shown higher Fm than
the state-of-the-art centralised algorithms (1-NN, k-NN, naive Bayes, BPNN and RBFN)
for the image spam detection problem, we have proven that our fully-distributed algorithm
is indeed competitive with these well-known centralised classifiers. We also found that
the Haralick descriptor gives better accuracy for image spam detection than the other two
descriptors. This shows the efficiency and effectiveness of the Haralick descriptor for this
problem, considering that it is computationally cheaper and produces a smaller number of
features compared to the other two methods.

6.8 Evaluating communication overheads

The number of messages exchanged per test in the ensemble k-NN and ensemble naive
Bayes is clearly high (linear in network size), with an equivalent magnitude in all experi-
ments. This is because all peers send their local results to a single requester peer in these
algorithms. For that reason, we only report the communication overheads for the P2P-GN,
DASMET and the Ivote-DPV in this section.

Since the learning and classification process in the P2P-GN and the DASMET involve
finding a key within a DHT system, their communication overheads are influenced by the
lookup overhead of the underlying P2P system—the Chord network in this experiment.
In contrast, the number of messages per test in the Ivote-DPV relies upon the number
of neighbours per peer, since a peer communicates with its immediate neighbours during
aggregation. In all experiments, we observed that the distribution of the number of messages
per test of the P2P-GN has a much lower standard deviation compared to the DASMET and
the Ivote-DPV which are spuriously distributed.

The number of messages per test in the image spam experiment are reported in three
histograms: Fig. 7 for the experiment using the FCTH feature set, Fig. 8 for the experiment
using the CEDD feature set and Fig. 9 for the experiment using the Haralick feature set.
Each of the experiments involves a total of 7138 tests from the 10-fold cross-validation.

In all these experiments, the number of messages per test ranges from 13 messages to
2000 messages in the Ivote-DPV. The high variance is due to two reasons. First, when there
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Fig. 7 Number of messages per test in the FCTH experiment

is no conflict during classification (every peer agrees to a single decision), the number of
messages per test is minimal; it is equal to the number of neighbours (k + 1 where k is the
size of the successors list). In this case, a requester peer sends its prediction to its neighbours
and if the neighbours also predict similarly, then none of them respond to the requester;
hence the DPV process stops within one iteration. Second, when there are high conflicts
(high disagreement on the decisions) among peers, in the worst case, the number of DPV
iterations equals the network size.

Figure 9 depicts that in all tests the DASMET used fewer than 200 messages in the
experiments using the Haralick descriptors. In the experiment using the FCTH descriptor
(see Fig. 7), the number of messages per test in the P2P-GN is normally distributed within
a range of 100 to 900 messages, while in the experiment using the CEDD (see Fig. 8), the
number of messages per test is normally distributed between 100 and 700.

The DASMET tests show that the lowest number of messages per test is three in all exper-
iments, while the highest number of messages per test is 715 in the CEDD experiments,
1105 in the FCTH experiments and 242 in the Haralick experiments. A large proportion of
the tests (approximately 87%) consumed less than 100 messages and all of the P2P-GN tests
in the CEDD and FCTH experiments required at least 100 messages. Apart from the FCTH
experiments, where 27 out of 7138 tests used more than or equal to 900 messages, none
of the DASMET tests in the CEDD and Haralick experiments required 900 or more mes-
sages. This shows the efficiency of the DASMET which provides highly accurate prediction
despite consuming a low amount of resources.

Due to the small number of features, the communication overheads in the P2P-GN and
the DASMET are smaller when using the Haralick descriptors compared to the CEDD and

Fig. 8 Number of messages per test in the CEDD experiment
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Fig. 9 Number of messages per test in the Haralick experiment

FCTH descriptors. The experiment using the Ivote-DPV, however, shows differently, as the
number of messages per test are found to be greater, with nearly 40% of the tests using at
least 900 messages. This suggests that the low number of features may be attributed to the
increase in conflicts in the Ivote-DPV classification process, which results in an increase in
communication overheads.

6.9 Evaluating recall time

In this section, we report the recall time per test in the image spam detection (based on 7138
observations). The number of observations is obtained from all the 10-fold cross-validation
experiments. Due to the sparseness of recall time distribution, particularly in the Ivote-
DPV and the P2P-GN tests, the recall time per test is reported in two different histograms:
Histogram 1 with the high range of 0 to 18 s (as shown in Figs. 10a, 11a and 12a) and
Histogram 2, with the short range of 0 to 0.29 s (as shown in Figs. 10b, 11b and 12b).
Histogram 2 is further used to analyse the comparison of recall time per test between the
DASMET and the P2P-GN, since all the tests in these two algorithms were completed within
less than 1 second. In the DASMET tests, we found that fewer than 1% of tests in the image
spam detection experiment took 0.29 s or more recall time. However, all the P2P-GN tests
were completed within less than 0.29 s.

In Histogram 1 as presented in Figs. 10a, 11a and 12a, the results show a similar trend in
the FCTH, CEDD and Haralick experiments, respectively. We found that all the DASMET
tests and all the P2P-GN tests; and about 70 to 72% of the Ivote-DPV tests used less than
2 s of recall time. Nonetheless, around 7 to 8% of tests from the Ivote-DPV experiment
consumed at least 18 s of recall time. Additionally, the highest recall time per test from these
experiments was found in the Haralick experiment applying Ivote-DPV, with 47.36 s. The
reports from Histogram 2 (see Figs. 10b, 11b and 12b) depict about 5.8% of DASMET tests
in the FCTH experiment and less than 1% of the DASMET tests in the CEDD and Haralick
experiments as requiring at least 0.29 s. In the experiments applying the P2P-GN, all of the
tests were completed in less than 0.17 s. In contrast, about 57 to 60% from the Ivote-DPV
tests required at least 0.29 s of recall time. This suggests that the DASMET and the P2P-GN
are more suitable than the Ivote-DPV for an application which requires a fast response.

Every test in the experiment using either the CEDD or FCTH descriptors and applying
the P2P-GN completed within 0.09 s to less than 0.17 s. In the experiment using the Haralick
descriptor, the P2P-GN required within 0.07 s to less than 0.17 s to process each test. In
other words, 100% of the P2P-GN tests were completed in less than 0.17 s. However, in
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Fig. 10 Recall time per test in the FCTH experiment

the CEDD, Haralick and FCTH experiments, the percentage of the DASMET tests that
consumed less than 0.17 s of processing time is 89.5, 88.9 and 83.4%, respectively.

In the other hand, in a group of tests which required less than 0.09 s recall time, about
55, 45 and 56.4% of the DASMET tests required less than 0.09 s recall time in the FCTH,
CEDD and Haralick experiments, respectively. The group also comprises around 6.9% of
the Ivote-DPV tests in the FCTH experiment, 7% of the Ivote tests in the CEDD experiment
and 6.4% of the Ivote-DPV tests in the Haralick experiment. In the Haralick experiment,
90.6% of the P2P-GN tests were completed within 0.09 s; however, none of them took less
than 0.09 s in the FCTH and CEDD experiments.

Although the P2P-GN demonstrated a fast recall time in the Haralick experiment, the
high proportion of the DASMET tests that used low recall time (<0.09 s) in all of the three
experiments, plus the high accuracy of results, demonstrates the ability of the DASMET
to provide an accurate prediction with a quick response time. Furthermore, Histogram 2 in
Fig. 12b shows that about 42.4% of the DASMET tests and none of the P2P-GN tests are
completed in less than 0.07 s in the Haralick experiment. This suggests that the DASMET
has improved the recall speed of at least 42.4% tests of the P2P-GN, although applying
the DASMET may delay about 11% of the tests as a trade-off. This further emphasises the
effectiveness and efficiency of the DASMET.

The delay of recall time (� times the recall time) , particularly in the worst case scenario,
was caused by � factor. However, the impact of � can be significantly reduced when the
communication delay per hop is small.
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Fig. 11 Recall time per test in the CEDD experiment

7 Complexity analysis

In this section, we analyse the overall complexity at the network level which covers the use
of resources in the whole learning or recall operation (taking into account the computational
overhead at all participating peers)—starting from the submission of queries at a requester to
the end of the learning or recall process. Let d be the data dimension (number of attributes),
nH be the number of sub-patterns or leaf nodes, Hl be a set of nodes at level-l and � be the
height of the DASMET tree. The magnitude of the sequential steps is defined by the height
of the tree, that is �which becomes a factor that influences the run-time and communication
overheads.

Nonetheless, � is a small positive integer and � isO(log nH ) and nH isO(d). Since nH

isO(d), then � = O(log d). This shows that the height of the tree increases slowly with an
increase in data dimension.

Let nR be the total number of nodes within the DASMET tree (see Equation
(2)); M[DASMET ]learn be the number of messages incurred per learning process;
and M[DASMET ]recall be the number of messages incurred per recall process. For
the implementation on a network with optimal connections,7 M[DASMET ]learn and
M[DASMET ]recall are �(nR) messages while, in the implementation within a Chord P2P
network, they are O(nR · logN) messages. In the best-case scenario, M[DASMET ]recall

7 Every peer knows the location of all the others, so that direct connections among them can be established.



Multimed Tools Appl (2018) 77:13249–13278 13271

Fig. 12 Recall time per test in the Haralick experiment

equals two messages since a valid prediction is obtained at the first phase and the lookup
function only requires one hop message.

The overall learning time per instance, tO [LDASMET ] and the overall recall time per
instance, tO [RDASMET ]. tO [LDASMET ] is given in (3).

tO [LDASMET ] = tLQ + tlocalLearn (3)

where tlocalLearn is the time for local learning processes at leaf nodes and tLQ is the
communication time to send LEARN REQUEST messages.

In the worst case scenario, the recall procedure involves all (� + 1) recall phases where
the first phase involves nodes at level-0, the second phase involves nodes at level-1 and
the last phase involves nodes at level-�. In the lth recall phase, |Hl | RECALL REQUEST
messages are sent in parallel to Hl (all DASMET nodes at level l). Therefore, the upper
bound of tO [RDASMET ] is given in (4) as below.

tO [RDASMET ] =
�−1
∑

l=0

(

tRQ[l] + tlocalRecall[l] + tRR[l] + tagg[l]
) +

tRQ[�] + tlocalRecall[�] + tRR[�] + tagg[�] + tf P

(4)

where tlocalRecall[l] is the execution time of the function localRecall(.) at nodes at
level-l; tagg[l] is the execution time of the function agg(.) at a requester to aggre-
gate predictions from all nodes at level-l; tRQ[l] is the communication time to send
RECALL REQUEST messages for all nodes at level-l; tRR[l] is the communication time to
send RECALL RESPONSEmessages from all nodes at level-l; and tf P is the execution time
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Table 5 Summary of the DASMET complexity

Overall computational complexity

Chord network Optimal connections

M[DASMET]learn O(nR · logN) �(nR)

M[DASMET]recall O(nR · logN) �(nR)

tO[LDASMET] O(log N) O(1)

tO[RDASMET] O((d + log N) log d) O(d log d)

of the function finalPrediction(.) at a requester. Note that the function finalPrediction(.) is
only executed at the last step of the recall procedure.

Then, the best-case recall performance is given in (5) as below.

tO [RDASMET ]best = tRQ[0] + tlocalRecall[0] + tRR[0] + tagg[0] + tf P (5)

To simplify these calculation, we assume that tRR is equal to 1, and tRQ and tLQ are
denoted by nhops since these involve a lookup process. tlocalRecall , tlocalLearn and tf P are
denoted by t1. Then, tagg is denoted by s̃ × t1 for s̃ inputs. By applying these assumptions
into (3) and (4), the estimated tO [LDASMET ] and tO [RDASMET ] are given in (6) and (7),
respectively.

tO [LDASMET ] = nhops + t1
= O(nhops)

(6)

tO [RDASMET ] = �[nhops + s̃ · t1 + t1 + 1] + [nhops + s̃ · t1 + 2 · t1 + 1]
= (� + 1)[nhops + s̃ · t1 + t1 + 1] + t1

(7)

By substituting � = O(log d) and s̃ = O(d) in (7), tO [RDASMET ] isO((d+nhops) log d).
The aggregation time for level-0 tagg[0] equals t1 since s̃ = 1. Accordingly, by substituting
this into (5), the estimated tO [RDASMET ]best is given in (8).

tO [RDASMET ]best = nhops + 3 · t1 + 1
= O(nhops)

(8)

The estimated communication overhead and recall time in an implementation with opti-
mal connections can simply be obtained by replacing nhops value to 1 in (6) and (7), while
nhops equals O(logN) in an implementation within a Chord network. This is summarised
in Table 5.

This analysis shows that the DASMET preserves the efficiency and scalability of the
P2P-GN. Nonetheless, the advantage of the DASMET is that its best-case performance
incurs a significantly low communication overhead and recall run-time, particularly for a
duplicate of a stored pattern—with optimal connections, the best-case recall performance
incurs a constant recall time and two messages. Hence, it encourages a fast recall time in
the environment with a large number of duplicate and near-duplicate patterns.

8 Conclusion and future works

In this paper, we have presented an efficient algorithm for a fully-distributed near-duplicates
detection—the DASMET. The algorithm is able to detect exact, near-duplicates and fuzzy
patterns in a small number of iterations (at most � iterations). We have reported the
application of the DASMET in the image spam detection.
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The DASMET generally has the best accuracy compared to centralised, state-of-the-art
classifiers (naive Bayes, 1-NN, k-NN, RBFN and BPNN) and other distributed classifiers
(P2P-GN, ensemble k-NN, ensemble naive Bayes and Ivote-DPV) in the spam detection
experiments with 97% to 99% accuracy in all the experiments, using different feature sets
(Haralick descriptor, CEDD descriptor and FCTH descriptor). Its false positive rate is less
than 0.02 in all spam detection experiments and this implies that it rarely misclassified
legitimate images as spam.

We found that the Haralick descriptor gives a better prediction than the CEDD and FCTH
descriptor for the image spam problem in this study. We also found that the recall time and
the communication overhead during recall in the P2P-GN are uniformly distributed, while
those in the Ivote-DPV and the DASMET are spuriously distributed.

In the worst case scenario of recall process, the worst communication overhead (high-
est number of messages per test) in the Ivote-DPV is higher than the worst communication
overhead in the DASMET. The worst case communication overhead in the DASMET is,
however, higher than the P2P-GN. Nonetheless, the communication overheads in the DAS-
MET is positively skewed where approximately 87% of the DASMET recall tests used less
than 100 messages in the CEDD and FCTH experiments, while none of the P2P-GN recall
tests used than 100 messages in those experiments.

Our results in the FCTH and CEDD experiments have shown that none of the P2P-GN
recall tests was completed in less than 0.09 seconds. However, 55% of the DASMET recall
tests in the FCTH experiment and 45% of the DASMET recall tests in the CEDD experi-
ment were completed in less than 0.09 seconds. In the Haralick experiment, the DASMET
improves the recall time of at least 42.4% of the P2P-GN tests, but delay about 11% of the
tests. These results show the efficiency of the DASMET to provide faster responses in most
of the tests compared to the P2P-GN, but with the trade-off of slower responses in a small
percentage of the tests.

The worst case recall time and communication overheads of the DASMET are influenced
by � factor which is equal to the height of the DASMET tree. Our theoretical analysis shows
that � increases slowly with d. Hence, the number of iterations is significantly small in
comparison to NN, boosting, DMV-based and DPV-based algorithms.

In conclusion, DASMET reduces the classification overheads for the type of problem
with a high number of duplicate and near-duplicate data. The DASMET algorithm is intro-
duced to improve the communication overheads and recall time in the P2P-GN by detecting
the duplicates or closely resembling patterns at the entry point of the system. Hence, it
avoids wasting resources for expensive pattern recognition processes for this kind of data.
This is accomplished without losing the ability to recognize fuzzy data.

We have experimentally demonstrated that the DASMET improves the communication
overhead in the P2P-GN. Approximately 87% of the DASMET recall tests used less than
100 messages in the CEDD and FCTH experiments, while none of the P2P-GN recall tests
used the same number of messages. Compared to the Ivote-DPV, the DASMET is more
communication-efficient and time-efficient. All of the P2P-GN recall tests and the DAS-
MET recall tests were completed in less than 0.29 seconds, while only approximately 36.4%
of the Ivote-DPV recall tests were completed in less than 0.29 seconds.

The effectiveness of DASMET algorithms in the evaluation on the image spam prob-
lem shows the potential of our solution in dealing with spam problems. In the image spam
experiments, it generally has a better accuracy than other methods (NN, k-NN, naive Bayes,
BPNN and RBFN, Ivote-DPV, ensemble k-NN, ensemble naive Bayes and P2P-GN).

Since the paper focusses on the distributed classification part instead of feature extrac-
tion, we randomly selected three descriptors (Haralick, CEDD, and FCTH descriptors) to
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evaluate our algorithm for this problem. However, we plan to test DASMET by using other
low-level features such as local binary pattern (LBP), Tamura and other feature descrip-
tors to study their performance for the problem in the future. Due to their high complexity,
Support Vector Machine (SVM) and Region-based Convolutional Neural Networks (R-
CNN) [16] were not evaluated in this paper, but we intend to compare our algorithm with
SVM and R-CNN in our future works by using higher performance machine. Nonethe-
less, we have achieved our objective to show that our algorithm is comparable to the
state-of-the-art algorithms.
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Appendix A: Other Algorithms

A.1 Tree construction

Algorithm 3 are executed to generate a logical DASMET tree. The process of constructing
the logical tree is recursive and it starts from a root node. Let level be 0, ̂X = {x̂i}nh

i=1 be
a set of sub-patterns, w be the number of sub-patterns (nH ), m be the maximum number
of children of each node and ds be the segment size at a leaf node. Note that m in this
algorithm is equal to ϕs . All segments in ̂X are initially assigned to the root node V where
the following steps in function constructTree(level,w, ̂X,m, H) as explained in Algorithm 3
are executed.
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The node firstly determines whether it should expand the tree or not. In case that w is
less or equal to m, then the node creates w leaf nodes and assigns one segment per leaf
node; this completes the process. Otherwise, it determines the number of children nc using
(9) as below.

nc =
{

m if �w
m

� ≥ m
⌊

w
m

⌋ + 1 otherwise
(9)

Next, it creates nc child nodes and distributes the available segments to these child nodes
using greedy approach. Upon receiving w segments from its parent, every child node then
executes Algorithm 3. This process is executed recursively until w ≤ m.

A.2 Generate Identifier
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