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Abstract Watermarking techniques are widely used for copyright protection, confidential-
ity and integrity issues in medical field. Reversibility, robustness, embedding capacity and
invisibility are the essential requirements of a watermarking technique. Cogitating the need
of security for medical images, this paper proposes a reversible high embedding capacity,
high image fidelity, a hybrid robust lossless data hiding technique by using both transform
and spatial domains. Proposed technique alters the mean of the selected non-overlapping
slantlet transformed blocks of the host image whereas RS vector considers flipping factor
for data embedding. The optimum thresholds to select the blocks are calculated through
PSO technique and watermark is generated by using patient details, biometric id and region
of interest (ROI) blocks of host image. This watermark is further compressed by applying
LZW technique and encrypted by AES as well as MD5. The watermark bits are embed-
ded in all three RGB channels of a cover image, to increase the embedding capacity up to
3.3675 bpp. The credibility of the proposed technique in comparison with other medical
watermarking techniques is evidenced through experimental results.

Keywords Watermarking · Slantlet · RS vector · SIM · PSNR · BPP · IER

1 Introduction

Today’s corporate world requires digital data transmission through the Internet, in multiple
wide manifestations, using blogs, mails and social media. This digital data can be in the
form of audio, image, file, document, video etc. As digital data travel through the Internet,
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it can encounter many hurdles like corruption of data, integrity hampering of data, loos-
ing confidentiality of data, intruder’s encounter etc. So, protecting as well as controlling
sensitive data and its confidentiality has become extremely important. Corporate profes-
sionals are facing tampering problems with digital data. The case is similar with medical
images, which are the visual representation of the inner body for clinical purposes. Corrup-
tion of information stored in medical image can affect the life of a person. Thus, there is
a need of a highly secure, robust and reliable technique that can appropriately prevent fal-
sification of clinically useful data from corruption. Electronic Medical Information System
(MIS) and Hospital Information System (HIS) are used to manage the healthcare organiza-
tions, whereas medical images are exchanged through a computer network or the Internet.
The medical images are considered as the most important entities in the healthcare diagnos-
tic procedures. These medical images have variety of usage ranging from viewing features
of patients such as anatomical cross sections of internal organs and tissues. Physicians use
medical images to evaluate patient diagnosis, these medical images are used to monitor the
effects of the treatment and for disease researches. Therefore, protecting medical images
from unauthorized access is an essential requirement of this field.

There are many significant techniques for the security of digital data like steganography
and watermarking. Steganography means covered writing i.e. concealment of secret data
within another data whereas watermarking is the technique for hiding information in the
carrier data for the confidentiality, security, copyright and ownership issues. This unique
digital information is always imperceptible to humans but can sometimes be detected by
computers, web networks and other various digital devices like printers, scanners etc. So,
highly trustful watermarking technique should be in existence which is resistible against
such attacks. In case of medical image, a watermark is a part of patient’s information such
as patient ID or would be better to include his/her unique biometric identity with the image
hash value that can be embedded inside the medical image without corrupting the image.
Original image along with the watermark should be retrieved at the receiver’s side.

This paper proposes a reversible robust hybrid watermarking technique for medical
image to support MIS and HIS. This technique provides source and patient’s authentication
services, medical image integrity services and patient information confidentiality services
with high efficiency. It is reversible because the original medical image as well as water-
mark can be retrieved at receiver’s side without any distortion. Proposed technique focuses
on watermark security, robustness, invisibility and embedding capacity at the same time.

The paper is organized as: Section 2 reviews existing watermarking techniques applicable
to medical image watermarking and in Section 3, the proposed medical image authentication
technique is described and in Section 4, the experimental results are illustrated. Finally in
Section 5, the proposed work is concluded.

2 Literature review

Anand et al. [5] proposed an efficient watermarking technique in spatial domain of medical
image for hiding the watermark by swapping its bits with the grey level pixels of water-
mark. The privacy of patient’s information was protected because of the encryption of the
watermarked information and the diagnostic value of the medical images after watermark-
ing is not lessened in any way, with no change in the system configuration or software, the
methodology could be employed to other types of patient data such as Electroencephalo-
gram (EEG), Phonocardiogram (PCG) etc. Maximum Normalized Root Mean Square Error
(MNRMSE) is used as evaluating parameter which valued as 0.0042% for Computed
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Tomography (CT) scan and 0.0052% for ultrasound image. Coatrieux et al. [7] described
the relevance of watermarking in medical images by presenting different scenarios, one
devoted to the authentication and other to the integrity while doing trace of the images with
control of the patient’s records. Milanova et al. [16] proposed three watermarking tech-
niques. The first technique embeds ROI with the digital signature of the image and the image
can be reverted back to its original value. This technique is known as Strict Authentica-
tion Watermarking (SAW). The second technique which is known as Strict Authentication
Watermarking with Joint Photographic Experts Group Compression (JPEG) also uses the
same principal as the first technique however, it is able to survive some degree of JPEG
compression. The third technique is known as Authentication Watermarking with Tam-
per Detection and Recovery (AW-TDR) which can localise tampering. At the same time it
can reconstruct the original image. Zain and Clarke [42] proposed method that increases
security of telemedicine by looking at the attacks against security. In doing so, it looks
through the function of the computer system, as a portal of information. The issues that
are raised in these watermarked medical images are reversible watermarking Vs. perma-
nent/irreversible watermarking, content authentication Vs. complete authentication and the
practical issue of compression. Coatrieux et al. [8] designed a watermarking technique in
which different identifiers like Digital Imaging and Communications in Medicine (DICOM)
standard, unique patient identifier or Anonymous European Patient Identifier are combined
in order to improve medical image protection in terms of maintainability and authenticity.
Manasrah and Haj [15] proposed a wavelet-based image multi-watermarking technique to
implement issues like image source authentication, image annotation and image retrieval.
A unique watermarking method for tamper detection for ROI with the complete recovery
of ROI was given by Eswaraiah and Sreenivasa [10]. This is a fragile block based medi-
cal image watermarking technique. This technique is used to avoid embedding distortion
inside ROI, the tampered blocks inside ROI are accurately detected with integrity verifica-
tion and lossless original ROI pixels. ROI pixels, border pixels and region of noninterest
(RONI) pixels are the three sets of pixels in which medical image are segmented. Bor-
der pixels are then, embedded with authentication data, information of ROI and RONI.
Mohananthini and Yamuna [18] introduced an algorithm by using Discrete Wavelet Trans-
form (DWT) and Singular Value Decomposition (SVD) for watermarking process. Red
Green Blue (RGB) components of original images are decomposed by using SVD on two
level LL subband. Watermark used contains Patient’s identification number, Patient name,
Patient age, Patient sex, Patients diagnosis information, Patient treatment information and
Doctor’s signature. This algorithm produces better results with salt and pepper noise, robust-
ness, Gaussian noise, Gaussian blur, median filtering, JPEG compression with quality of
50, rotation, smoothening, sharpening, intensity transformation and row column blanking.
Priya and Sadasivam [23] proposed a lossless reversible watermarking scheme in which
watermark is embedded using a reversible Least Significant Bit (LSB) embedding scheme.
This scheme combines hashing, compression, and digital signature techniques to create a
content dependent watermark making use of compressed ROI for recovery of ROI. Kishore
et al. [13] proposed an efficient watermarking technique in medical images. The medical
images for this algorithm are used in the similar manner as an envelope image in the water-
marking procedure, which remains visible to everyone on the network with patient images in
wavelet domain. BAT algorithm is used optimally to perform the embedding process which
results high Peak Signal to Noise Ratio (PSNR) and normalized cross correlation coefficient
(NCC) values. Umamageswari and Suresh [34] introduced a mechanism for medical images
based on open network security. The contents of altered medical image can be recovered
with this technique based on lossless watermarking with help of Digital Signature (DS).
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Additive hash functions are used so that if DS is lost through the network than the water-
marked image is used for extracting DS in another format. Hence the ROI region for all
types of medical images like US (Ultrasonic), Angiographic images, Magnetic Resonance
Imaging (MRI), Endoscopic, and CT are covered. Shaji and Prakash [27] gave a unique
way of securing medical images using Chaos Game Representation (CGR). This technique
provides image integrity service as the CGR involves treating an image as an abstract string
of numbers.CGR algorithm has been used as a substitution of hashing algorithm. The gen-
erated CGR watermarked into the medical image using DWT algorithm. Since DWT is a
reversible method, the original medical image can be retrieved at the receiver side without
any distortion. Balasamy et al. [6] generated a multiple watermarking technique which cre-
ated watermarks by fusing more than one images by arithmetic blend extension method.
This method is not vulnerable against different types of geometric attacks. Khor et al. [12]
proposed a watermarking technique in multiframes for medical images and for saving pro-
cessing time, multicores technology is used. The experimental results show that elapsed
time is much less on parallel than in sequential watermarking processing along with imper-
ceptibility and robustness. Dong et al. [9] developed a feasible and novel watermarking
algorithm in the encrypted domain by using Discrete Cosine Transform (DCT) and logis-
tic chaotic map. Zero watermarking technique is used for ensuring the authenticity and
integrity of medical image. Experimental results show the improved results in comparison
with non-encrypted image watermarking in terms of robustness and various attacks. Sharma
et al. [28] proposed a watermark embedding technique using wavelet transform . First level
DWT is used for the transforming the cover and watermark images to frequency domain.
LL subband is selected from watermark image and format it using modulus functions. The
watermarked image is encrypted by using the stream cipher cryptographic techniques in
order to achieved two level of security which may provide a potential solution to existing
telemedicine security problem of patient’s identity theft.

Watermarking in medical images is much curtailed because of its data tampering problem
as the data shown in medical image is highly important for the patient. Watermarking tech-
niques for medical have flaws like some techniques lack in watermark embedding capacity,
resistance towards network attacks, watermark recovery, low Bit Error Rate (BER), applica-
tion on color images, protection of ROI, recovery of corrupted watermark and high degree
of invisibility. So, there is a requirement of a technique which can provide high embedding
capacity, high security, high robustness against attacks, fully reversible, without lowering
the PSNR value.

As discussed above, all watermarking techniques are efficient while considering one or
other parameters like limited robustness, low visual quality, limited capacity and incomplete
reversibility but lacks in improving all the parameters parallely. The proposed technique
improves simultaneously the following required parameter for watermarking.

i. Slantlet Transform (SLT) is used for data embedding, as it increases the percent-
age of the energy of image/signal after compression which enhances the embedding
capacity.

ii. SLT proves to be better than other transformations like DWT, DCT etc. in removing
noise form signals and provides better performance in signal compression, which
further improves BER.

iii. SLT can be used to extract the features of the image in order to be used in region
classification.

iv. RS vector is also used for embedding which increases the capacity and security
because of hybrid embedding approach.
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v. Robustness is high, due to usage of SLT as it uses three filters in its implementation.
vi. Execution time of the proposed technique is much lower.

vii. Visual quality of watermarked images is improved significantly along with smooth-
ness.

viii. Security issues are extensively resolved by the usage of techniques like MD5,
Advanced Encrtption Standards (AES) and biometric thumb print of the patient.

ix. Tamper detection and localization are also provided by the proposed technique.
x. Experimental results prove that the factors like correlation, Similarity Index (SIM),

Signal-to-Noise Ratio (SNR), PSNR, Bit Per Pixel (BPP) and time complexity are
better in comparison with the results of existing techniques.

3 Proposed watermarking technique

In this section, review of SLT, watermark creation algorithm, embedding algorithm, extraction
algorithm, overflow and underflow handling process are discussed.

3.1 Review of Slantlet transform

DWT has been applied in different applications because of its effective description to the
piecewise smooth signals. The performance of the DWT can be improved by developing two
criterias, which are the time-localization and the smoothness characteristics [25]. To obtain
a good trade-off between these two criterias, Selesnick [25, 26], introduced an equivalent
form of the DWT called SLT. This transform provides good time-localization and better
smoothness properties by controlling the lengths of the discrete-time basis functions and
their moments. SLT depends on the equivalent form of the filter bank representation of the
DWT to give a solution for the filter coefficients, Fig. 1 shows the 2-scale filter banks. SLT
filter bank is implemented using a parallel structure and different filters have been used
instead of filters product. Since the filters that have been used in the SLT filter bank are not
products, the length of these filters is shorter than the filters of the length DWT. The aim
of implementing the SLT matrix [26] was to prove the orthogonality of this transform. In
this paper, depending on the method of image transformation that was explained by Mulc-
ahy [20], the matrix is used to calculate the SLT of the image blocks instead of using the
conventional SLT.

S = SLTN sSLT T
N (1)

Where S is the SLT of the original signal, and SLTN is an N × N Slantlet matrix. Note
that s, S, and SLTN have the same size. The SLT coefficients in matrix (S) are divided into 4-
subbands (LL, HL, LH, and HH) as shown in Fig. 2. This approach is used to obtain the SLT
coefficients for each image block. The inverse SLT transform (ISLT) can be obtained by:

s = SLT T
N S SLTN (2)

The SLT has been used in different applications and the performance of the SLT schemes
is found better than the previous methods in each specific application. For instance, in [25,
26] the SLT has been used instead of the DWT to remove the noise from the signal and it
has been proven that the SLT performs better than the DWT. In [22] the SLT obtained bet-
ter performance in signal compression as compared to the DCT and DWT methods. It has
been observed that the SLT based algorithm can keep higher percentage of the image/signal
energy after compression compared to the DWT approach. In [21] the SLT has been applied
in steganography scheme and it was better than the DWT in terms of the stego-image visual
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Fig. 1 Decomposition structures for: (a) DWT, (b) equivalent structure of DWT, and (c) SLT

quality and the execution time of the algorithm. In [1, 2] the SLT has been used to extract
the features of the signals in order to be used in signal classification systems and the results
proved that the SLT based schemes are better than the DWT based schemes. SLT has been
applied in image watermarking schemes and its performance was better than the DWT based
schemes in terms of [17] visual quality and robustness [14, 17]. Previous work [17] illus-
trates a preliminary study of the SLT in which a robust irreversible image watermarking has
been presented. The reversible watermarking methods in the transform domain are based
on the integer wavelet transform [4, 19, 38–41, 45]. The use of SLT to implement a robust
reversible watermarking scheme in [31], proves the possibility of implementing a reversible
data hiding method based on non-integer transform. The algorithm in [31] divides the image

Fig. 2 Decomposition of the SLT coefficients into 4-subbands
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into non-overlapping blocks and transform the blocks using SLT matrix, then one high fre-
quency subband (either HL or LH) is chosen to carry the watermark bits. The algorithm
scans all the blocks to find the maximum mean value of the carrier subband in order to
set the threshold value. Using this threshold value, a pre-processing step has been applied
to prepare the original image blocks before applying the watermark embedding process.
Thereafter, the prepared blocks are transformed using SLT matrix and if the watermark bit
is ‘1’, the mean value of the carrier subband is shifted by the same shift value that has been
used in the pre-processing step. At the receiver side, the mean value of the carrier subband
is compared with the threshold value to extract the watermark bits. The scheme in [31] per-
forms better in comparison with the previous methods, however, the capacity and the visual
quality still needs more improvement. The use of the pre-processing method to prepare the
image blocks degrades the visual quality of the water-marked image especially for medical
images and the watermark embedding method that depends on the maximum mean value
limits the capacity of scheme.

3.2 Watermark creation algorithm

In this subsection, the algorithm used to generate the watermark is illustrated:

Step 1. Division of Original image: The original image is divided into non-overlapping
blocks (NB) of 8 × 8.

Step 2. Apply MD5: Apply Message-Digest algorithm 5 on each block of original image
for 128-bit resulting hash value [24]. An example of MD5 encryption of biometric
thumbprint is shown is Fig. 3.

Step 3. Apply AES: Apply 14 rounds of AES with key size of 256 bits on the output of Step 2
along with the concatenation of patient’s biometric ID, key1 and patient ID (Fig. 4).
A round has several processing steps which includes transposition, substitution,
mixing of the input plaintext and transform it into the final output of cipher text.

Step 4. LZW: Apply LZW on the output of Step 3 to compress the watermark bits. Lempel
et al. [37] described LZW as a table-based lookup algorithm used to compress file
into smaller files.

Step 5. Watermark: The output from step 4 is the final watermark.

3.3 Watermark embedding algorithm

The watermark embedding algorithm, shown in Fig. 5, is summarized in the following steps:

Step 1. Division of Original image: The original image is divided into non-overlapping
blocks, NBi , where i is the index of the block. Each of these blocks are

Fig. 3 Biometric watermark with MD5
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Fig. 4 “Text Watermark”

transformed by using SLT (1) to get four subbands- HH, HL, LH and LL. High fre-
quency subbands HL and LH are used for the watermark embedding in proposed
technique.

Step 2. Calculating the threshold value: Particle Swarm Optimization (PSO) (Eberhart
and Kennedy [11]) is used for calculating threshold Th, for each and every block
and T for the whole image, by using the following (3) and (4).

V k+1
i = (w × V k

i ) +
(
c1 × rand1(....) × x × (pbesti − sk

i )
)

+(c2 × rand2(....) × x ×
(
gbest − sk

i )
)

(3)

sk+1
i = sk

i + V k+1
i (4)

where, V k
i : velocity of agent i at iteration k,

w: weighting function,
cj : weighting factor,

rand: uniformly distributed random number between 0 and 1,

Fig. 5 Proposed Watermark embedding technique
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sk
i : current position of agent i at iteration k,

pbesti : pbest of agent i,
gbest : gbest of the group.

Step 3. Embedding watermark: To embed a watermark bit in each selected block, the
difference between the mean values of the SLT coefficients in the high frequency
subbands (i.e., HL and LH) of that block are altered. Mean value of the SLT coeffi-
cients in the HL subband is made more than the mean value of the SLT coefficients
in the LH subband when the watermark bit is ‘1’. When the watermark bit is ‘0’,
the alteration is applied to make the mean value of the LH subband more than
the mean value of the HL subband. To explain the embedding process, consider a
watermark sequence (w) as a vector of bits w=[w1, ..., wj , ..., wlen], where j =1,
2, ..., len and len = length(w), to embed a watermark bit wj , in a block, threshold
(T) from step 2 has been used and alteration factors, given in (5), (6), with each
watermark bit wj , can be embedded according to the following rules:

If wj =1 and (μHL - μLH ) ≥ T, then the block remains unchanged.
If wj =1 and (μHL - μLH ) < T, then μHL

new=μHL+A1 and μLH
new=μLH - A1.

If wj =0 and (μLH - μHL) ≥ T, then the block remains without change.
If wj =0 and (μLH - μHL) < T, then μHL

new=μHL - A2 and μHL
new=μHL+A2

Alteration factors, A1 andA2, have been calculated as

A1 = [T − (μHL − μLH ]/(2 × T h) (5)

A2 = [T − (μLH − μHL)]/(2 × T h) (6)

Because of the reversibility requirements, the difference between the mean val-
ues of selected subbands will be saved as side information when the mean values
are changed to embed the watermark bit.

Step 4. Applying the ISLT: The process of watermark embedding is executed until all
the watermarked bits are embedded. The original subbands are substituted by the
modified subbands and ISLT is applied through matrix multiplication process by
using (2). Now, to ensure the reversibility, the resultant output must be rounded up
to integer numbers. Thus, the original image and the watermarked image can be
resynthesized exactly the same at the receiver end.

Step 5. Embedding through RS vector: Image is divided into groups of four pixels
and each group will be considered as a single value. Discrimination and Flipping
functions must be defined before making groups.

Discrimination Function (f ) is used to describe the state of the group and it is
calculated as

f (group) =
i=3∑
i=1

|xi+1 − xi | (7)

Where: Group = {x1, x2, x3, x4}, xi is the value of the pixel i in the current group.
Flipping function is used to modify the pixel value by flipping the LSB of the

two middle pixels of each block. The discrimination function by using (7) is cal-
culated for each group before (fr) and after (fs) using the flipping function, the
state of each group is determined as follows:

RG Group: if fs > fr
SG Group: if fs < fs
UG Group: if fs = fr
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Creating RS Vector: Each group of pixels has a single value, watermark bit ‘1’
is embedded in Regular group (RG), ‘0’ in Singular group (SG) and no bit is
embedded in Unused group(UG). The unused groups are ignored because they are
not affected by the flipping function, therefore, the RS Vector consists of a stream
of bits (zeros and ones), and each bit represents the state of a group of pixels in the
image. Finally, the watermarked image is obtained by combining the groups along
with the side information.

3.4 Handling the overflow and underflow

During the watermark embedding process there may arise a situation of underflow and over-
flow in some pixel values. Earlier different methods were suggested to avoid this particular
problem. But most of them relied on the process called as histogram modification process
[31, 32], in which the histogram of the image is narrowed from both sides before embed-
ding the watermark data. This process has been applied in many watermarking techniques.
Instead of using histogram modification as a pre-processing step, a new and improved his-
togram modification process was proposed in which histogram will be modified only when
required [33]. Modified pixel values are saved as side information and sent to the receiver
side along with the watermarked image.

In [7] an investigation is done about the effect of changing the wavelet coefficients on
the pixel values, to select the highest scale pixel change. Then the pixel adjustment method
came into play i.e. the pixel values that undergo from overflow or underflow are modified
before the watermark embedding process. In this method, the locations of the pixel values
with such behaviour and the adjustment scale are saved as part of side or extra information
which needs to be sent at the receiver channel. Although the method solved the problems
of overflow and underflow but it degraded the visual quality of the watermarked image by
a greater extend because of shifting process. In the proposed technique, the use of pixel
adjustment as a side-processing along with the watermark embedding is done instead of
using it as a preprocessing step or post processing step.

In the proposed technique, each individual target pixel is changed by shifting its value
that is required for the watermark embedding process and hence the visual quality of the
watermarked image will be enhanced. The pixel values which are suffering from the con-
dition of overflow or underflow are used to change the desired formulae of watermarking
along with their information is saved along with side information and then these pixel values
will be adjusted as follows:

Iw(i, j) =
{

255 if Iw(i, j)>255
0 if Iw(i, j) < 0

where Iw is the watermarked image before pixel adjustment, (i,j) are the coordinates of the
pixel in the image, and Iw (i, j) is the modified pixel value.

Hence, the total overhead of the algorithm includes five things i.e. Key1, Key2, size
of the block, the difference of mean values of the blocks and the total number of bits in
overflow/underflow. The size of side information is directly proportional to the size of the
image and size of the watermark. Also, its inversely proportional to the i of NBi For an
image of size 512 × 512 with block size of 4 × 4, the size of side information will be
2096 bytes approx. The side information together with the block size must be sent with the
watermarked image to the receiver side. The variation of total overhead is shown in Table 6
for original image(4.) from Table 1.
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Table 1 Watermarked images along with PSNR (dB)

Original image Watermarked Image PSNR(RS) PSNR(SLT) PSNR(RS then SLT)

a. 55.8439 50.7585 51.0727

1. 55.8782 58.8271 49.3297

2. 55.9123 51.9748 50.9343

3. 55.9184 53.4858 51.1411

4. 54.3898 60.9701 50.7663

5. 55.3495 56.3128 47.3072

6. 55.2765 52.6306 49.4132

3.5 Watermark extraction algorithm

Step 1. Dividing the image: At receiver’s side, firstly read the watermarked image along
with the side information and then the pixels that were adjusted are relocated
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back to their original locations. Now, non-overlapping blocks are formed from the
watermarked image.

Step 2. Applying SLT: Transform each and every block using SLT to obtain its subbands.
Step 3. Extraction of SLT based Watermark: For each and every block, the coefficient

mean values in the high frequency subbands i.e. HL and LH are calculated and the
desired watermark bits are extracted according to the following equation:

w∗
j = 1, if μHL

new ≥ μLH
new

w∗
j = 0, if μHL

new < μLH
new

where w∗
j is the extracted bit. Here, μHL

new is the mean values of the slantlet trans-

formation coefficients in high frequency HL subband and μLH
new is the mean values

of the slantlet transformation coefficients in high frequency LH subband.
Step 4. Extraction of RS Vector based Watermark: Create groups of 4 pixels. Deter-

mine f and F for each RS vector. Extract the embedded watermark by determining
RG, SG and UG.

Step 5. Recovery of the Original Image: The values that are extracted as watermark bits
and the difference values which are already saved in the side information, the orig-
inal mean value of each block will be recovered by enforcing the inverse process
that was applied in the watermark embedding side. Every block that contains the
difference value, extracted watermark value and the original mean value can be
recovered through shifting back, the mean values and hence the original image
will be obtained by re-arranging the image blocks.

4 Experimental results

The experiments have been conducted to evaluate the basic requirements of the watermark-
ing schemes, which are maintaining the image quality parameters, security, integrity, confi-
dentiality, tamper detection and localization, invisibility, robustness, capacity, reversibility
and the effect of block size with threshold values. To test the performance of the proposed
technique, we used 100 medical images. To make the comparison easier, all the images are
converted to grayscale and resized to (512 × 512 pixels). The parameters that have been
calculated for performance evaluation are explained as follows:

4.1 Invisibility evaluation

To evaluate the visual quality (i.e., the invisibility) of the watermarked images, the PSNR
between the original and the watermarked image is calculated as:

PSNR = 10 × log10
(2b − 1)2

MSE
(8)

where b is the bit depth of the image and MSE is defined as,

MSE =
M∑
i=1

N∑
j=1

δ(i, j)2

H × W
(9)

where δ(i, j) is defined as

δ(i, j) = S(i, j) − C(i, j) (10)
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where S(i, j) is the pixel of stego image and C(i, j) is the pixel of cover image, H and W
is the height and width of image respectively.

Table 1 shows the PSNR value for Lena image as 51.0727 dB and PSNR values for
different medical images after all three cases i.e..

i. PSNR of the image through the embedding with RS vector having 30,720 hidden bits.
ii. PSNR of the image only embedding though SLT with 30,720 hidden bits.

iii. PSNR of the image after the proposed technique after embedding 61,440 bits.

Comparison of the above cases is shown in Fig. 6 with corresponding watermarked images
from Table 1.

4.2 Capacity evaluation

Capacity is measured by the size of the image and size of hidden bits i.e.

Capacity(C) = (H × W)/Y (11)

For an image Im with size H × W with total number of hidden bits Y. whereas, the pure
capacity depends on the size of the original image and the size of the block. For an image
Im with size H × W and a spatial domain block with size bsize = h × w, the pure capacity
can be calculated by:

Capacity(C) = (H/h) × (W/w) (12)

If the block size in the transform domain (Bsize) is r × s, where r = h/2, and s = w/2,
then the relationship between the capacity and the block size can be calculated as follows:

Capacity(C) = (H/2 × r) × (W/2 × s) (13)

The parameter C calculates the total number of bits that can be embedded in the image at
a specific block size. To calculate the capacity in terms of bits-per-pixel (bpp), C is divided
by the total number of pixels in the image. Proposed technique in transform domain has the
capacity of 0.0625 bpp using (13) and the capacity from RS vector embedding is calculated
by (11) is 1.06 bpp. Table 2 is constructed by taking Fig. 7 as original image, show-
ing embedding capacity for each channel. The capacity is calculated after compression by
LZW.

Fig. 6 PSNR comparison for medical images



12506 Multimed Tools Appl (2018) 77:12493–12518

Table 2 PSNR, Capacity (bits),
BPP for different channels No of Channels Average PSNR(dB) Capacity BPP

R 50.1308 61,440 1.1225
RG 50.1347 1,22,880 2.2450
RGB 50.1392 1,84,320 3.3675

4.3 Reversibility evaluation

To evaluate the reversibility, Image Error Rate (IER), (i.e., the ratio of the number of the
images recovered with errors to the total number of each kind of the test images) has been
calculated. For the proposed technique, IER is “ZERO”, it shows that all cover images and
watermark are recovered without any loss of data.

4.4 Robustness evaluation

For robustness evaluation, watermarked images are tested against many attacks and water-
marks are extracted after attacks along with PSNR values as shown in Table 3, against
various unintentional attacks. Attacks like JPEG compression is done with the quality factor
equals to (20, 30,..., 100), Additive Gaussian Noise (AGN) with zero-mean and a vari-
ance equals to (0.001, 0.002,...., 0.01). Resistance against these attacks show the strength of
proposed technique.

Figure 8 shows variation on the PSNR values after attacks as the PSNR value of the
watermarked image before attacks was 50.76dB and the least destruction was done with
average filter attack. Similarly Figs. 9, 10, 11 and 12 show the variations in the values
of SIM, BER, SNR and NC with the images from Table 3. BER is ‘ZERO’ for Gamma
correction(0.5) and sharpening alpha(0.2) attacks. Results show that the proposed technique
have high strength and good recovery of watermark after attacks.

4.5 Authenticity and integrity

In the case of medical images, security and authenticity are most important criteria because
if there is any tampering with the contents of the image than it can damage the ROI whereas

Fig. 7 MRI brain image (256 × 256)
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maintaining the integrity of the image is equally viable. So, the proposed technique can be
used for checking the authenticity and integrity of the medical image.

Tamper detection and localization If the watermarked image is tampered within the
network or by intruders, it is detectable and can be localized through the proposed technique.
As, it creates an encrypted watermark by using three components i.e. the biometric ID,
patient ID for the purpose of checking integrity and original image blocks from ROI. Patient
ID is in the form of text watermark which secures the personnel details of the patient for
confidentiality. Biometric ID i.e. thumbprint is the unique identification mark of the patient
which secures the authenticity and integrity of the patient. ROI blocks from the original
image help in tamper detection and localization of the corrupted region of medical image.

Table 3 Types of attacks with extracted watermark and PSNR

Type of Attack Image after Attack Extracted Watermark PSNR

A. Rotation(5 degree) 30.2142

B. Salt and Pepper 32.03

C. Filtering(average) 49.5695

D. Cropping(128×128) 42.2059
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Table 3 (continued)

Type of Attack Image after Attack Extracted Watermark PSNR

E. JPEG Comprssion 38.0628

F. Median Filter 32.6737

G. Smoothening 34.2089

H. Gaussian 41.7804

I. Speckle noise 29.98
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Table 3 (continued)

Type of Attack Image after Attack Extracted Watermark PSNR

J. Sharpening 30.8433

K. Histogram Equalization 15.7809

L. Poission attack 31.02

M. Blurring 34.6018

N. Motion Blur 39.6919
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Table 3 (continued)

Type of Attack Image after Attack Extracted Watermark PSNR

O. Resize(1.2) 25.1450

P. Wiener Attack 39.9482

Q. Scaling 30.1988

Experimental results shown in Table 4, for image(4.) from Table 1, prove the efficiency of
the proposed technique.

4.6 Security of the watermark

MD5 and AES are very efficient cryptographic algorithms used for security of digital data. As,
watermark used in proposed technique consists of four parts i.e. blocks of original image, bio-
metric ID of the patient, patient ID as text watermark and key1. The original image blocks
are encrypted with MD5, giving abundant security while generation hash functions. The
hash values are then fused with other three components of watermark, which are encrypted
using AES-256. It does provide a defence against the possibility of Quantum Computers,
specifically Grovers’ Algorithm which can reduce the search space by effectively half.
There is the protection for encrypted watermarks for more than 50+ years against any kind of
cryptographic attacks like collision attacks, bruteforce attack, algebraic attacks, exhaustive
key searching, boomerang attacks meet-in-the-middle attack and bicliques attack.

4.7 Effects of parameters

In this section, analysis is done to check the effect of two parameters. The first parameter
is the block size (Bsize) (i.e., the size of the SLT coefficients subband), the changes in the
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Fig. 8 PSNR variation after attacks on watermarked image

Bsize influence the capacity, the invisibility, the robustness, and the run-time of the software.
The second parameter is the threshold values (T and Th) (i.e., the watermark strength), the
change in the threshold value has an effect on the invisibility and robustness. The proposed
scheme has been tested for different threshold values (T =1, 2,...) and different block sizes.

4.7.1 Threshold

The change in the threshold value will affect the invisibility and robustness whereas it has
no effect on the capacity. PSNR decreases with the increase of the threshold value and BER

Fig. 9 SIM after attacks on watermarked image
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Fig. 10 BER after attacks on watermarked image

will decrease with the increase in threshold values. Threshold value(Th) is however fully
dependent on the block sizes.

4.7.2 Block size

The capacity has been calculated using (13) for different block sizes when the original
image size is (256 × 256) as shown in Table 5, the capacity decreases with the increase of
the Bsize. Also, the value of PSNR increases with Bsize. Higher the Bsize, the running time
will decrease because of the decrement in the total number of blocks. BER is also affected
with Bsize, it decreases with increase in Bsize.

Fig. 11 Signal to noise ratio after attacks on watermarked image
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Fig. 12 Correlation values after attacks on watermarked image

Furthermore, proposed technique allows flexible adjustment on the Bsize and threshold
that controls the tradeoff between image fidelity and embedding capacity.

4.8 Overall execution time

Execution time is computed for the program at different block sizes. Overall execution
time includes the time taken for watermark creation, embedding with Rs vector as well as
SLT and watermark extraction. The results have been calculated on the personnel computer
with processor: Intel(R) Core(TM)i7-4510U CPU @ 2.00 GHz 2.60GHz and 8GB memory.
Matlab(R2015a) have been used to record the programs run time in seconds with the tic and
toc commands. The average execution time for 100 medical test images have been calculated

Table 4 Extracted watermarks with original and tampered image

Image Watermarked Original image Biometric ID Text

Type Image watermark watermark watermark

Untampered PATIENT ID: DANILKRVII6114

Tampered PA=09ET01D:D12IL5HV6I314
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Table 5 Block Size in transform
domain with Capacity(bits) Block Size Capacity

2 × 2 16384

4 × 4 4096

8 × 8 1024

and the results are shown in Table 6 for original image(4.) from Table 1. The recorded
results illustrate that the execution time in transform domain is inversely proportional to the
Bsize due to the higher number of bits that are embedded in the image and higher number of
blocks increase the repetition of embedding process. Total overhead created by the proposed
technique is reduced with the increase in block size.

4.9 Comparison with existing techniques

In this section, the performance of the proposed scheme is compared with existing robust
reversible medical watermarking techniques.

These comparisons indicate that the proposed technique has significantly achieved high
quality and high capacity. In addition, the comparison is conducted by embedding a water-
mark into 256 × 256 MRI brain image with block size of 4 × 4. As compared to [3], the
proposed technique can improve PSNR to 71.536%, BPP to 51.689% and has low time com-
plexity as quad based algorithm is applied once on the image data. As compared to [30],
the proposed technique can improve PSNR to 3.317% and BPP to 2.045%. As compared to
[29], the proposed technique can improve PSNR from to 31.947%, BPP to 12.25% and high
time complexity as it takes 4 minutes for embedding. As compared to [32], the proposed
technique can improve PSNR to 70.602% and BPP to 13.383%. As compared to [33], the
proposed technique can improve PSNR to 59.275%, BPP to 129.081 and low time complex-
ity as it uses difference expansion with a low computational complexity.%. As compared to
[35], the proposed technique can improve PSNR to 124.239%. Although BPP is 43.875%
lower, it could be increased if the block size is reduced to 2 × 2. As compared to [36],
PSNR is lowed by 2.146% for the proposed technique but BPP is improved by 107.870%
and possess low time complexity. As compared to [43], the proposed technique can improve
PSNR up to 58.170% and BPP to 5.896%. As compared to [44], the proposed technique can
improve PSNR to 12.320% and BPP to 410.227%. The above comparison is performed by
considering only one channel of the image for the proposed technique. If all three channels

Table 6 Block size wise Overall
Execution Time (in seconds) and
Total Overhead (in Bytes)

Block Size Embedding
Time

Extraction
Time

Overall
Time

Total
Overhead

2 × 2 1.4998 0.9562 5.4966 8240

4 × 4 0.4008 0.2132 3.6546 2096

8 × 8 0.1592 0.0631 3.2629 560

16 × 16 0.0723 0.0287 3.1416 176

32 × 32 0.0598 0.0125 3.11308 80
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Table 7 Comparison with
existing techniques Techniques PSNR(dB) BPP Time Complexity

[3] 29.23 0.74 Low

[30] 48.53 1.10 –

[29] 38.0 1.00 High (240 sec.)

[32] 29.39 0.99 –

[33] 31.48 0.49 Low

[35] 22.36 2.00 –

[36] 51.24 0.54 Low

[43] 31.70 1.06 –

[44] 44.64 0.22 –

Proposed Algorithm 50.14 1.1225 Low (3.65 sec.)

are considered then capacity of the proposed technique is increased by 211.67% approxi-
mately than all existing techniques shown in Table 7, with BPP 3.3675 i.e. 206.13% higher
than [30]. Time complexity for the embedding process is low i.e. 3.6546 seconds and it
improves with the increase in block size as shown in Table 6. Also, ‘–’ is used for the
existing algorithms, which have not discussed the time complexity.

In summary, the proposed technique maintains visual quality of watermarked images
while simultaneously increasing the capacity for medical image watermarking because pro-
posed techniques uses the advantages of embedding in both transform and spatial domains.

5 Conclusion

Medical images are very high resolution images so it is difficult to secure such images through
watermark. This work is proposed for the security of watermark and the cover image.
Slantlet transformation along with RS vector is used for watermark embedding in selected
blocks of the cover image. Cryptographic techniques MD5 and AES. are used for water-
mark security along with the compression techniques for increasing the capacity. PSNR
between cover and watermarked image is improved through the proposed technique as com-
pared with existing techniques. Also many attacks done on the watermark and watermarked
image which gave very promising results as compared to the existing medical watermarking
techniques. Biometric security is applied for the integrity of the designed watermark.
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