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Abstract In this paper, a new robust and lossless color image encryption algorithm is presented
based on DNA sequence operation and one-way coupled-map lattices (OCML). The plain-image
is firstly decomposed into three gray-level components and we randomly convert them into three
DNA matrices by the DNA encoding rules. Then the XOR operation is performed on the DNA
matrices for two times. Next, the shuffled DNA matrices are transformed into three gray images
according to the DNA decoding rules. Finally, a diffusion process is further applied to change the
image pixel’s values by a key stream, and the cipher-image is attained. The key stream generated
by OCML is related to the plain-image. Experimental results and security analysis demonstrate
that the proposed algorithm has a good encryption effect and can withstand various typical
attacks. Furthermore, it is robust against some common image processing operations such as
noise adding, cropping, JPEG compression etc.

Keywords Color image encryption . Lossless . OCML .DNA computing . Robustness

1 Introduction

With the rapid development of information sciences and network technologies, a great amount
of digital multimedia contents, such as text, images, audio, video etc., are frequently transmit-
ted over the internet. Meanwhile, the security of the digital information becomes a significant
and urgent issue. To date, many methods of steganography and cryptography have been
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proposed for protecting multimedia information, for example, DES, AES, RSA, digital
watermarking, authentication, digital signature etc. Especially, along with the prevalence of
the digital images in various applications, image encryption has attracted increasing attention
and been widely studied. Many conventional encryption schemes, such as DES, AES, RSA
etc., are typically devised for text. Unfortunately, they are inappropriate for the digital images
due to their inherent features, e.g. bulk data capacity, strong correlation among adjacent pixels,
high redundancy and so forth.

Chaotic systems are found to have many cryptographically desirable properties of extreme
sensitivity to initial conditions and parameters, high randomness, ergodicity and mixing, which
makes them suitable for multimedia encryption [16, 27]. Since Fridrich [6] introduced a
symmetric image encryption algorithm using the standard Baker map, the researchers have
proposed lots of image cryptosystems based on chaos. Compared with traditional ciphers,
chaos-based image encryption methods have shown the excellent performance in aspect of
security, speed, complexity and computing power. The typical chaos-based ciphers can be
divided into two stages, i.e., confusion and diffusion. In the confusion stage, only the positions
of pixels from the plain-image are permutated by chaotic sequences or by some matrix
transformations, so the histograms of the scrambled image and the original image are identical.
The permutation-only algorithms are not secure and threatened by the statistical analysis [4, 6,
12, 19, 20, 38, 59]. In the diffusion stage, the pixel values of the original image are modified
by chaotic sequences so that a minute change for one pixel in the plain-image can cause
significant changes in the cipher-image. In contrast to the confusion, the diffusion may yield
higher security. In practice, confusion and diffusion are usually combined to design the image
cryptosystems with the satisfactory performance [42, 49].

According to the chaotic systems used in the encryption algorithms, the image
encryption schemes can also classified into two major categories. One kind of them is
based on one-dimensional (1D) or two-dimensional (2D) chaotic maps [13, 22, 33, 43,
48]. Though these chaotic maps are easy to implement, they have some disadvantages
including small key space and weak security [57]. Another kind employs higher dimen-
sional (3D, 4D, ……) chaotic/hyperchaotic systems [7, 10, 15, 24, 30, 40, 46, 51, 53,
58], multiple chaotic systems [14, 54] and spatiotemporal chaos [35, 39, 44, 50] to
design image encryption algorithms. In [8, 18, 25, 32, 34, 37, 55], some attacks such as
chosen-ciphertext attack, known-plaintext attack, chosen-plaintext attack, were recom-
mended to break the chaos-based cryptosystems presented in [14, 22, 35, 53, 58]. So it is
essential to improve the image encryption techniques for strengthening the security.

In the past years, DNA computing has become a hot topic, and been widely investi-
gated by the researchers from various fields due to its excellent features such as massive
parallelism, huge storage and ultra-low power consumption [1, 11, 56]. In the crypto-
graphic field, many DNA-based encryption methods are proposed and implemented by
the modern biological technology [47]. For instance, Clelland et al. [3] proposed a
steganography scheme by hiding the message in DNA microdots. In [9], for solving
the storage problem of one-time pad, an image encryption algorithm was presented based
on the one-time pad cryptography with DNA strands. Shyam et al. [36] introduced a new
DNA-based encryption method using the nature DNA sequences and the XOR logical
operation. For the aforementioned DNA-based encryption approaches, the biological
experiments have to be performed in both encryption and decryption processes. Howev-
er, such experiments can only be conducted in a well equipped laboratory applying
current technology, and larger cost is required. To overcome these drawbacks, Kang [29]
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developed a novel encryption scheme by the pseudo DNA technique, where real biolog-
ical experiments are not required. It has better encryption effect, but can only be applied
to encrypt character information. Inspired by this idea, many DNA-based image encryp-
tion algorithms are proposed in recent years [5, 22, 23, 46, 51–54]. In [22], a RGB image
encryption algorithm was designed based on DNA encoding and chaos map. Liu et al.
[25] pointed out that this method is very weak to a chosen plain-text attack, and has two
other security defects, i.e., low sensitivity with respect to changes of plaintext and
security keys. Wei et al. [46] proposed a new color image encryption algorithm based
on DNA sequence addition operation and Chen hyperchaotic system. Zhang et al. [53]
presented a new image fusion encryption algorithm based on image fusion and DNA
sequence operation and hyperchaotic system. The authors in [55] broke this cryptosystem
by the chosen plain-text attack. Based on DNA subsequence operation and chaotic
system, a couple images encryption algorithm is presented in [51]. But this scheme is
weak against differential attacks. The DNA-based encryption algorithms in [5, 23, 52,
54] mainly focus on gray-scale images. In addition, the current image encryption
schemes based on DNA computing and chaos seldom study the robustness against some
common image processing operations such as noise adding, cropping, JPEG compres-
sion, contrast adjustment, histogram equalization etc. However, these operations often
occur in real applications. Therefore, it is significant to develop the robust DNA-based
encryption algorithms for color images.

Motivated by the above discussions, in this paper, we develop a robust and lossless color
image cryptosystem based on DNA computing and OCML. Firstly, the plain-image is
arbitrarily encoded according to the DNA encoding rules. Then we employ the DNA XOR
operation to implement image encryption, and decode the DNA matrices by the DNA
decoding rules. Finally, combining the key stream generated from both OCML and the
plain-image, an image diffusion process is further introduced to enhance the security of the
image cryptosystem. The proposed color image encryption scheme can be easily extended to
handle gray-scale images. Experimental results and security analysis show that the presented
image cryptosystem has both good encryption effect and high security. Moreover, an extensive
tolerance analysis of some common image processing operations illustrates that our method is
highly robust against the attacks of noise adding, cropping, JPEG compression, contrast
adjustment, histogram equalization etc.

The rest of this paper is organized as follows. The DNA computing theory, OCML and
Logistic map are described briefly in Section 2. Section 3 introduces the proposed color image
encryption algorithm in detail. Section 4 provides the experimental results, detailed security
and robustness analysis of the presented encryption algorithm. The conclusions are finally
drawn in Section 5.

2 Preliminaries

2.1 DNA sequence and its operations

A Deoxyribonucleic Acid (DNA) is the hereditary material in all known living organisms and
many viruses [2, 26]. The information in DNA is preserved as a code consisting of four
chemical bases: adenine (A), cytosine (C), guanine (G), and thymine (T). The sequence of
these bases determines the information available for building and maintaining an organism [2].
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DNA bases pair up with each other, i.e., ‘A’ always pairs with ‘T’, and ‘C’ always pairs with
‘G’. That is, ‘A’ and ‘T’, and ‘C’ and ‘G’ are complementary pairs, respectively. As we know,
the binary system is employed to store and process the information in modern computers,
where ‘0’ and ‘1’ are complementary. Therefore, it can be concluded that ‘00’ and ‘11’ are
complementary, and ‘01’ and ‘10’ are also complementary. If we use the binary numbers ‘00’,
‘01’, ‘10’ and ‘11’ to represent four bases ‘A’, ‘C’, ‘G’ and ‘T’, respectively, there are 24 kinds
of coding schemes. However, only eight kinds of them meet the Watson-Crick complementary
rule [45], which are given in Table 1.

In our work, the DNA sequences are considered to encode and decode the digital
images. Assume that the four bases ‘A’, ‘C’, ‘G’ and ‘T’ are applied to represent the
binary numbers ‘00’, ‘01’, ‘10’ and ‘11’, respectively. Hence each 8-bit pixel value of an
image can be encoded into a DNA sequence with length 4. For example, if a pixel value
of an image is 75, its corresponding binary sequence can be denoted as ‘01001011’.
Using different DNA encoding rules listed in Table 1 will result in diverse DNA
sequences, i.e., DNA sequence ‘CAGT’ by Rule 1, DNA sequence ‘GACT’ by Rule 2,
DNA sequence ‘ACTG’ by Rule 3, DNA sequence ‘AGTC’ by Rule 4, DNA sequence
‘TCAG’ by Rule 5, DNA sequence ‘TGAC’ by Rule 6, DNA sequence ‘CTGA’ by Rule
7, DNA sequence ‘GTCA’ by Rule 8. On the contrary, the same DNA sequence can be
decoded as distinct binary sequences by different DNA decoding rules in Table 1. For
instance, the DNA sequence ‘ACTG’ can be decoded as a binary sequence ‘01001011’
by Rule 3. However, for the same DNA sequence, another binary sequence ‘00011110’
can be obtained according to Rule 1.

In recent years, DNA computing has drawn much attention in many areas such as molecule
computing, data storage, information security etc., owing to huge potential of parallel com-
puting ability, immense information storage density, and ultra-low energy consumption [1].
The researchers have proposed some biological and algebraic operations for the DNA se-
quences, such as addition, subtraction and exclusive or (XOR) operations [5, 22, 23, 46,
51–54]. In our proposed scheme, the DNA XOR operation is used. The XOR operation for the
DNA sequences is defined based on the traditional XOR operation in the binary. There are also
eight types of the DNA XOR rules. Table 2 provides one type of the DNA XOR operation,
which is employed to encrypt the images in our algorithm. Note that a base in each row or
column is unique, namely, the XOR operation has a single result. In addition, the DNA XOR is
a reflexive operation.

2.2 OCML

Spatiotemporal chaos is chaotic dynamics in spatially extended system, which has more
complex behavior and more abundant characteristics than the low-dimensional chaotic systems
[35, 39, 44, 50]. Spatiotemporal chaotic systems are frequently constructed by coupled

Table 1 The encoding and decoding rules for DNA sequences

Rule 1 Rule 2 Rule 3 Rule 4 Rule 5 Rule 6 Rule 7 Rule 8

A 00 00 01 01 10 10 11 11
C 01 10 00 11 00 11 01 10
G 10 01 11 00 11 00 10 01
T 11 11 10 10 01 01 00 00
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ordinary differential equations (CODE), partial differential equations (PDE), or coupled map
lattices (CML) [17]. A CML is a dynamical system with discrete time, discrete space and
continuous state. The one-way coupled map lattice (OCML) [35] can be described by

xnþ1 ið Þ ¼ 1−εð Þ f xn ið Þð Þ þ ε
2

f xn iþ 1ð Þð Þ þ f xn i−1ð Þð Þ½ � ð1Þ

where n = 0 , 1 , 2 , 3 , ⋯⋯ is the time index, i = 1 , 2 , 3 , ⋯ , L is the lattice site index, L is
the length of OCML, and ε ∈ (0, 1) is a coupling constant. The function f(x) denotes the
Logistic-Sine system (LSS) [57], i.e., f(x) = [μx(1 − x) + (1 − μ/4) sin(πx)] mod 1, where
μ ∈ [0, 4]. The periodic boundary condition is xn(0) = xn(L). When L = 200, μ = 2.5 and
ε = 0.3, the spatiotemporal chaos of system (1) is displayed in Fig. 1. In the following
encryption algorithm, OCML (1) will be employed to generate the key stream together
with the original plain-images.

2.3 Logistic map

The Logistic map is a well-known 1D map [28], which is defined as follows:

ynþ1 ¼ δyn 1−ynð Þ ð2Þ
where 0 < δ ≤ 4 and yn ∈ (0, 1). When 3.57 ≤ δ ≤ 4, the Logistic map (2) shows the chaotic
behavior. In our work, the Logistic map is utilized to generate some random numbers.

3 The proposed algorithm

In this section, the properties and step by step procedures of the proposed method will
be described. In the first stage of the presented algorithm, convert the original color

Table 2 The XOR operation for
DNA sequences XOR A C G T

A G T A C
C T G C A
G A C G T
T C A T G

(a) The spatiotemporal chaos (b) Time response of (100)nx

Fig. 1 The spatiotemporal chaotic dynamics of system (1)
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image I0 into the R, G and B components and randomly encode the R, G and B
components by the DNA encoding rules in Table 1. We obtain three DNA matrices R1,
G1 and B1. In the second stage, we perform the DNA XOR operation on the DNA
matrices R1, G1 and B1, and get three DNA matrices R2, G2 and B2. Continue to
implement the DNA XOR operation on the DNA matrices R2, G2 and B2, and obtain
the DNA matrices R3, G3 and B3. Next, decode the DNA matrices R3, G3 and B3, and
transform them into a color image I4. Finally, a diffusion process is applied to the
image I4 to enhance the security of the cryptosystem, i.e., the pixel values of the
image I4 are further modified by the key stream K generated from OCML and the
plain-image. Thus we get the encrypted image C. The flowchart of the proposed
encryption algorithm is illustrated in Fig. 2. Without loss of generality, we suppose
that the size of the color plain-image I0 is M × N. The proposed algorithm is described
in detail as follows.

3.1 Generating the random numbers and the key stream

The Logistic map is used to produce the random numbers. Choose arbitrarily an initial
condition y0 and the system parameter δ, and then iterate Eq. (2) for l + 500 (l ≥ 1000) times.
Discard the former 500 values and get a chaotic sequence Y with length l. The random
numbers rn1, rn2 and rn3 are generated by the following equations:

rn1 ¼ fix mod Y lð Þ � 10t1; 8
� �þ 1

� � ð3Þ

rn2 ¼ fix mod Y l=2b cð Þ � 10t2; 8
� �þ 1

� � ð4Þ

rn3 ¼ fix mod Y l=3b cð Þ � 10t3; 8
� �þ 1

� � ð5Þ

where t1 , t2 , t3 ∈ [8, 14] are positive integers, and fix(y) denotes the integer function which
rounds the element y to the nearest integer toward zero.

In the following, we will use the plain-image I0 and OCML presented in Subsection
2.2 to generate the key stream K. Corresponding generation procedure is described as
follows:

Fig. 2 The flowchart of the proposed encryption algorithm
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(1) Convert the plain-image I0 into its red, green and blue components, and get three
matrices R, G and B with size M ×N. Use the following formulae to compute ρ1, ρ2 and ρ3:

ρ1 ¼
1

256
mod ∑

M=2

i¼1
∑
N=2

j¼1
B i; jð Þ; 256

 !
ð6Þ

ρ2 ¼
1

256
mod ∑

M=2

i¼1
R i; 1ð Þ⊕ ∑

M

i¼1
∑
N

j¼1
G i; jð Þ; 256

 !
ð7Þ

ρ3 ¼
1

256
mod ∑

M

i¼1
∑
N

j¼1
R i;Nð Þ ∑

M

i¼1
∑
N

j¼1
B i; jð Þ; 256

 !
ð8Þ

where the ] operator is the bitwise XOR and & denotes the bitwise AND operator.
(2) Choose randomly the initial values x0(κ) (κ = 1, 2, 3), and the parameters μ, ε where

x0(κ) ∈ (0, 1), ε ∈ (0, 1) and μ ∈ [0, 4]. The new initial values x
0
0 κð Þ and the new parameters μ′,

ε′ can be obtained by the following equations:

x
0
0 1ð Þ ¼ mod x0 1ð Þ þ ρ1; 1ð Þ ð9Þ

x
0
0 2ð Þ ¼ mod x0 2ð Þ þ ρ2; 1ð Þ ð10Þ

x
0
0 3ð Þ ¼ mod x0 3ð Þ þ ρ3; 1ð Þ ð11Þ

ε
0 ¼ mod εþ ρ1 þ ρ3; 1ð Þ=10 ð12Þ

μ
0 ¼ mod μþ ρ1 þ ρ2 þ ρ3; 4ð Þ ð13Þ

(3) Iterate OCML (1) for τ +MN(τ ≥ 500) times by using the new initial values x
0
0 κð Þ

and the new parameters μ′, ε′. To avoid the transient effect, we abandon the former τ
values. Thus three chaotic sequences with length MN are obtained, i.e., Xκ = {x0(κ),
x1(κ), x2(κ), ⋯ , xMN − 1(κ)}.

(4) The sequences Xκ are further improved by the following formula:

X
0
κ ið Þ ¼ 10σ � X κ ið Þ−Int 10σ � X κ ið Þð Þ; i ¼ 1; 2;⋯;MNð Þ ð14Þ

where σ ∈ [4, 12] is a positive integer, and Int(x) returns the element x to the nearest integer.
(5) Sort the above sequences X

0
κ and get three new sequences X κ. Find the position of the

values of X κ in X
0
κ and mark down the transform positions TPκ, where X κ ið Þ is exactly the

value of X
0
κ TPκ ið Þð Þ, κ = 1 , 2 , 3 and i = 1 , 2 , ⋯ ,MN.
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(6) Transform TP1, TP2 and TP3 into three matrices K1, K2 and K3 with size M ×N,
respectively, where TPκ(i) =Kκ((mod(i − 1,M) + 1), ⌈i/M⌉), κ = 1 , 2 , 3 and i = 1 , 2 , ⋯ ,
MN. The key stream K is obtained as follows:

K 1 : M ; 1 : N ; 1ð Þ ¼ K1 1 : M ; 1 : Nð Þ
K 1 : M ; 1 : N ; 2ð Þ ¼ K2 1 : M ; 1 : Nð Þ
K 1 : M ; 1 : N ; 3ð Þ ¼ K3 1 : M ; 1 : Nð Þ

8<
: ð15Þ

Remark 1 In our method, the initial conditions x0(1), x0(2), x0(3), y0, the system parameters
μ, ε, δ, and some other parameters l, t1, t2, t3, τ, σ are considered as the secret keys.

3.2 Image encryption

According to the flowchart shown in Fig. 2, the encryption process is described as follows:

Step 1. Input a color plain-image I0 with size M ×N × 3. Decompose the image I0 into its
red, green and blue components, and get three matrices R, G and B with size M ×N.
Step 2. Generate the key stream K and three random numbers rn1, rn2, rn3 through OCML
and Logistic map under the initial conditions x0(1), x0(2), x0(3), y0, the system parameters μ,
ε, δ, and the plain-image I0 based on the method presented in Subsection 3.1.
Step 3. Convert the matrices R,G and B into three binary matrices respectively, then encode
randomly the binary matrices by the DNA encoding rules in Table 1 and the random
numbers rn1, rn2, rn3. We obtain three DNA matrices R1, G1 and B1 with size M × 4N.
Step 4. Perform the XOR operation in Table 2 on the DNA matrices R1, G1 and B1
according to the following formulae:

R2 i; jð Þ ¼ R1 i; jð ÞXOR B1 i; jð Þ
G2 i; jð Þ ¼ G1 i; jð ÞXOR R1 i; jð Þ
B2 i; jð Þ ¼ B1 i; jð ÞXOR R2 i; jð Þ

8<
: ð16Þ

where i = 1 , 2 , ⋯ ,M, j = 1 , 2 , ⋯ , 4N.

Step 5. Carry out the XOR operation in Table 2 on the DNA matrices R2, G2 and B2
again by the following formulae:

R3 i; jð Þ ¼ R2 i; jð ÞXORG2 i; jð Þ
G3 i; jð Þ ¼ G2 i; jð ÞXORB2 i; jð Þ
B3 i; jð Þ ¼ B2 i; jð ÞXORG3 i; jð Þ

8<
: ð17Þ

where i = 1 , 2 , ⋯ ,M, j = 1 , 2 , ⋯ , 4N.

Step 6. Decode the matrices R3, G3 and B3 according to the DNA decoding rules in
Table 1 and the random numbers rn1, rn2, rn3, which transforms the DNA matrices into
the binary matrices. Then covert the binary matrices into the decimal matrices R4,G4 and
B4, which are separately the red, green and blue components of the image I4.
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Step 7. To enhance the security of the encryption algorithm, we further modify the pixel
values of the image I4 as follows:

C i; j; 1ð Þ ¼ I4 i; j; 1ð Þ⊕K i; j; 1ð Þ
C i; j; 2ð Þ ¼ I4 i; j; 2ð Þ⊕K i; j; 2ð Þ
C i; j; 3ð Þ ¼ I4 i; j; 3ð Þ⊕K i; j; 3ð Þ

8<
: ð18Þ

where i = 1 , 2 , ⋯ ,M, j = 1 , 2 , ⋯ ,N. The encrypted image C is finally obtained.

3.3 Image decryption

The decryption process is an inverse process of encryption. The steps for the decryption
algorithm are given as follows:

Step 1. Convert the cipher-image C into three matrices R′, G′ and B′ with size M ×N.
Step 2. Generate the key stream K and three random numbers rn1, rn2, rn3 through
OCML and Logistic map under the initial conditions x0(1), x0(2), x0(3), y0, and the system
parameters μ, ε, δ.
Step 3. Using the key stream K, we recover the pixel values of the encrypted image C by
the following formulae:

I1
0
i; j; 1ð Þ ¼ R1

0
i; jð Þ ¼ C i; j; 1ð Þ⊕K i; j; 1ð Þ

I1
0
i; j; 2ð Þ ¼ G1

0
i; jð Þ ¼ C i; j; 2ð Þ⊕K i; j; 2ð Þ

I1
0
i; j; 3ð Þ ¼ B1

0
i; jð Þ ¼ C i; j; 3ð Þ⊕K i; j; 3ð Þ

8<
: ð19Þ

where i = 1 , 2 , ⋯ ,M, j = 1 , 2 , ⋯ ,N.

Step 4. Convert the matrices R1′, G1′ and B1′ into three binary matrices respectively, then
encode randomly the binary matrices by the DNA encoding rules in Table 1 and the random
numbers rn1, rn2, rn3. We get three DNA matrices R2′, G2′ and B2′ with size M × 4N.
Step 5. Implement the XOR operation in Table 2 on the DNAmatrices R2′, G2′ and B2′ by
the following formulae:

B3
0
i; jð Þ ¼ B2

0
i; jð ÞXOR G2

0
i; jð Þ

G3
0
i; jð Þ ¼ G2

0
i; jð ÞXOR B3

0
i; jð Þ

R3
0
i; jð Þ ¼ R2

0
i; jð ÞXOR G3

0
i; jð Þ

8<
: ð20Þ

where i = 1 , 2 , ⋯ ,M, j = 1 , 2 , ⋯ , 4N.

Step 6. Perform the XOR operation in Table 2 on the DNA matrices R3′, G3′ and B3′

according to the following formulae:

B4
0
i; jð Þ ¼ R3

0
i; jð ÞXOR B3

0
i; jð Þ

R4
0
i; jð Þ ¼ B4

0
i; jð ÞXOR R3

0
i; jð Þ

G4
0
i; jð Þ ¼ R4

0
i; jð ÞXOR G3

0
i; jð Þ

8<
: ð21Þ

where i = 1 , 2 , ⋯ ,M, j = 1 , 2 , ⋯ , 4N.
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Step 7. Transform randomly the DNAmatrices R4′, G4′ and B4′ into the binary matrices by
the DNA decoding rules in Table 1 and the random numbers rn1, rn2, rn3, then convert the
binary matrices into three decimal matrices R5′, G5′ and B5′ with size M ×N, respectively.
R5′, G5′ and B5′ are the red, green and blue components of the decrypted image I

0
0.

Remark 2 The presented encryption scheme in this paper mainly focuses on color images.
Further, our method can be easily extended to deal with the gray-scale images. To encrypt the
gray-scale images, we perform the following 6 steps:

Step 1. Input a original image I0 with size M ×N, the initial conditions x0(1), x0(2), x0(3),
y0, and the system parameters μ, ε, δ. Using the generation method given in Subsection
3.1, the Logistic map is used to generate three random numbers Rn1, Rn2, Rn3, and
OCML is employed to produce a key stream K′ with sizeM ×N, where K1′ =K′(1 :M, 1 :
N, 1), K2′ =K′(1 :M, 1 :N, 2) and K3′ =K′(1 :M, 1 :N, 3).
Step 2. Convert the matrices I0, K1

′ and K2′ into the binary matrices I1, Γ1 and Γ2 with
size M × 8N respectively, then encode randomly the binary matrices I1, Γ1 and Γ2 by the
DNA encoding rules in Table 1 and the random numbers Rn1, Rn2 and Rn3. We get three
DNA matrices I2, Λ1 and Λ2 with size M × 4N.
Step 3. Implement the XOR operation in Table 2 on the DNA matrices I2 and Λ2 based on
the following formula:

I3 i; jð Þ ¼ I2 i; jð ÞXOR Λ2 i; jð Þ ð22Þ
where i = 1 , 2 , ⋯ ,M, j = 1 , 2 , ⋯ , 4N.

Step 4. Perform the XOR operation in Table 2 on the DNA matrices I3 and Λ1 by the
following formula:

I4 i; jð Þ ¼ I3 i; jð Þ XOR Λ1 i; jð Þ ð23Þ
where i = 1 , 2 , ⋯ ,M, j = 1 , 2 , ⋯ , 4N.

Step 5. Based on the DNA decoding rules in Table 1 and the random numbers Rn1, Rn2
and Rn3, the DNA matrix I4 is decoded and transformed into a binary matrix I5. Then
covert the binary matrix I5 into a decimal matrix I6.
Step 6. To further enhance the security of the encryption algorithm, we modify the pixel
values of the image I6 by the following formula:

C i; jð Þ ¼ I6 i; jð Þ⊕K3
0
i; jð Þ ð24Þ

where i = 1 , 2 , ⋯ ,M, j = 1 , 2 , ⋯ ,N. Thus the encrypted image C is obtained.
The decryption procedure of the gray-scale image cryptosystem is similar to that of the

above encryption process but just in the reversed order. For saving space, we omit the detailed
description of corresponding decryption process.
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4 Experimental results and performance analysis

In this section, the proposed encryption method is analyzed using different security
measures. MATLAB 8.0.0.783 (R2012b) is utilized to simulate the experiment. We use
the 256 × 256 color images BLena^, BBaboon^, BPanda^ and the gray-scale image
BTower^ shown in Fig. 3(a)–(d) as the original plain-images. Corresponding initial
cond i t i ons and pa rame te r s a r e chosen a rb i t r a r i l y a s fo l lows : x 0 (1 ) =
0.502987342398351, x0(2) = 0.408773287237823, x0(3) = 0.823132423456464, y0 =
0.174373274327838, μ = 3.808387326793071, ε = 0.051234987678346, δ =
3.878237328239921, l = 700, t1 = 12, t2 = 13, t3 = 14, τ = 1000, σ = 6. The cipher-
images are displayed in Fig. 3(e)–(h), and the decrypted images are shown in
Fig. 3(i)–(l). From the results shown in Fig. 3, all cipher-images are noise-like ones
and completely unrecognizable. It shows that our proposed algorithm has a good
encryption effect. In what follows, the proposed image cryptosystem is analyzed using
different security measures and some common image processing operations, i.e., key
space analysis, key sensitivity analysis, statistical analysis, Peak Signal-to-Noise Ratio
(PSNR) analysis, correlation analysis, noise adding, cropping, JPEG compression etc.

Fig. 3 Experimental results: a Plain-image of Lena; b Plain-image of Baboon; c Plain-image of Panda; d Plain-
image of Tower; e Cipher-image of Lena; f Cipher-image of Baboon; g Cipher-image of Panda; h Cipher-image
of Tower; i Decrypted image of Lena; j Decrypted image of Baboon; k Decrypted image of Panda; l Decrypted
image of Tower
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4.1 Security key analysis

A good image cryptosystem should have a key space large enough to resist the brute-force
attacks and should be high sensitive to any change of its secret keys.

4.1.1 Key space analysis

As mentioned in Remark 1, the secret keys of the proposed encryption algorithm consist of the
initial conditions x0(1), x0(2), x0(3), y0 and the parameters μ, ε, δ, l, t1, t2, t3, τ, σ, where x0(1),
x0(2), x0(3), y0, μ, ε and δ are all double precision real numbers. If the computational precision
is 10−15, the key space of the proposed algorithm is larger than 10105 ≈ 2349. It is sufficiently
large to withstand the brute force attacks.

4.1.2 Key sensitive analysis

Key sensitive test I We use KEY0 to denote the initial key set, i.e., KEY0 = {x0(1),
x0(2), x0(3), y0, μ, ε, δ, l, t1, t2, t3, τ, σ}. KEY0 is used to encrypt the original image in
Fig. 4(a) and corresponding cipher-image is shown in Fig. 4(b). Assume that a tiny
change Δ = 10−15 is applied to the secret keys. For example, let μ′ = μ +Δ while
keeping others unchanged, which yields another key set represented by KEY1.
Figure 4(c) shows the cipher-image by using KEY1 to encrypt the same original image
in Fig. 4(a). The differential image between (b) and (c) is plotted in Fig. 4(d). The
difference in terms of pixel gray-scale values between two encrypted images Fig. 4(b)
and (c) is 99.62%. So a tiny change in the secret keys will lead to the completely
different cipher-images.

Fig. 4 Key sensitivity test: a The original image of Vegetables; b The encrypted image of Vegetables with
KEY0; c The encrypted image of Vegetables with KEY1; d The differential image between (b) and (c); e The
decrypted image from b with the correct key set KEY0; f The decrypted image from b with the wrong key set
KEY1; g The decrypted image from c with the correct key set KEY1; h The decrypted image from c with the
wrong key set KEY0
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Key sensitive test II The cipher-image cannot be decrypted correctly even though there is a
trivial difference between the encryption and decryption keys. The secret key sets KEY0 and
KEY1 are separately employed to decrypt the cipher-images in Fig. 4(b) and (c). As shown in
Fig. 4(e) and (g), we can see that only when the secret keys in the decryption process are
identical to those used in the encryption process, can one recover the original image success-
fully. However, even a slightly change in the secret keys will result in the failure of image
decryption as depicted in Fig. 4(f) and (h).

From the above results, one can find that a minute change of the secret keys will generate a
completely different encryption result and cannot recover the plain-image correctly. Therefore,
the proposed cryptosystem is highly sensitive to the secret keys.

4.2 PSNR analysis

The difference between the original image and the encrypted one is measured by calculating
Peak Signal-to-Noise Ratio (PSNR) [41]. PSNR is commonly used to evaluate the image
quality, which is defined as:

PSNR ¼ 20log10 L=
ffiffiffiffiffiffiffiffiffiffi
MSE

p� �
ð25Þ

where

MSE ¼ 1=MNð Þ∑M
i¼1∑

N
j¼1 I0 i; jð Þ−I1 i; jð Þð Þ2

M and N are the width and the height of the test image, respectively; L is the maximum
possible pixel value of the image; I0(i, j) and I1(i, j) are the pixel gray values of the original
image and the encrypted one, respectively. If the value of PSNR is bigger than or equal to
30 dB, the human eyes cannot differentiate between the original and processed images.
Otherwise, the human visual system is able to perceive the quality degradation. Specially,
the PSNR value is infinite (MSE = 0) means that two images I0 and I1 are identical.

The values of PSNR for the test images by using different encryption algorithms are listed
in Table 3. As shown in Table 3, using the presented method, the values of PSNR between the
original and the decrypted images are always infinite. It implies that the decrypted image is
identical to the original one, namely, our method is a lossless image encryption scheme. The
PSNR values between the original and encrypted images using the proposed scheme are
smaller than those using the encryption algorithms reported in [30, 58]. The smaller the PSNR
value, the greater the difference between the original image and the cipher-image, the better the

Table 3 The PSNR results between the original images and corresponding ciphered/decrypted images by using
different encryption algorithms: ‘O-C’ represents the original and ciphered images, and ‘O-D’ denotes the
original and decrypted images

Lena Peppers Baboon Panda Vegetables

The proposed algorithm PSNR (O-D) ∞ ∞ ∞ ∞ ∞
PSNR (O-C) 8.1293 7.6393 8.7729 7.7510 7.4482

Ref. [58] PSNR (O-D) 96.2956 96.2956 96.2956
PSNR (O-C) 9.2322 8.9914 9.5466

Ref. [30] PSNR (O-C) 8.6878 8.1227 8.8103

Multimed Tools Appl (2018) 77:12349–12376 12361



security effect of the encryption algorithm is. Therefore, the proposed approach significantly
outperforms those in [30, 58].

4.3 Statistical analysis

4.3.1 Histogram analysis

An ideal cryptosystem should be resistance to the statistical attacks. To withstand the histo-
gram analysis attack, it is essential for the cipher-image to have a uniform distribution and no
statistical similarity to the original image. Figures 5 and 6 show the histograms of the original
image in Fig. 3(a) and corresponding encrypted image in Fig. 3(d), respectively. As can be
seen, the histograms of the cipher-image have nearly uniform distribution and are significantly
different from the histograms of the plain-image. Thus the presented scheme can resist the
histogram analysis attack.

4.3.2 Correlation analysis

As we know, in the visually meaningful images, high correlations exist between pixels and
their adjacent pixels either in horizontal, vertical or diagonal direction. An efficient encryption
algorithm should break these pixel correlations in the original images, and convert them into
noise-like encrypted images with sufficiently low correlations. For an ideal case, there is no
correlation between the pixels of the cipher-images. To measure the correlation between two
adjacent pixels, we arbitrarily choose 10,000 pairs of adjacent pixels in three directions from
the original image and corresponding encrypted image, and calculate the correlation coeffi-
cients (CC) by the following formulae [4, 59]:

CC ¼
∑
N

i¼1
xi−

1

N
∑N

i¼1xi

� �
� yi−

1

N
∑N

i¼1yi

� �	 

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
N

i¼1
xi− 1

N ∑N
i¼1xi

� �2	 

� ∑

N

i¼1
yi− 1

N ∑N
i¼1yi

� �2	 
s ð26Þ

where x and y are grey values of two adjacent pixels in the image.
Figure 7 shows the correlation distribution of adjacent pixels in the plain-image and the

encrypted image. One can easily see that the adjacent pixels of the original image cluster
together around the diagonal line while the distribution of adjacent pixels of the cipher-image
is fairly uniform in the interval [0, 255]. Table 4 shows the results of the correlation coefficients
for horizontal, vertical and diagonal adjacent pixels. From Table 4, we can find that the

Fig. 5 Histograms of the original image of Lena in the (a) red, b green, c blue components
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correlation coefficients of the original image are close to 1 and the cipher-image has very small
correlation values. Obviously, the proposed method has significantly reduced the correlation of
adjacent pixels in the encrypted image. Table 5 compares the correlation coefficients of
adjacent pixels using the proposed algorithm with those using other encryption schemes in
[14, 24, 35, 46, 51]. The results in Table 5 demonstrate that the proposed algorithm has the
highest performance in removing the strong correlation between adjacent pixels. So the
presented image encryption scheme can efficiently resist the statistical attacks.

4.4 Information entropy analysis

The information entropy is designed to measure the degree of uncertainties in a system [30]. In
the image processing applications, the entropy can reflex the distribution of gray-level values
in the image. The larger the entropy value of one cipher-image, the more uniform the

Fig. 6 Histograms of the cipher-image of Lena in the (a) red, b green, c blue components

Fig. 7 Correlation distribution of two adjacent pixels: a Distribution of vertically adjacent pixels in the red
component of the plain Lena image; b Distribution of diagonally adjacent pixels in the green component of the
plain Lena image; c Distribution of horizontally adjacent pixels in the blue component of the plain Lena image; d
Distribution of vertically adjacent pixels in the red component of the encrypted Lena image; e Distribution of
diagonally adjacent pixels in the green component of the encrypted Lena image; f Distribution of horizontally
adjacent pixels in the blue component of the encrypted Lena image
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distribution of gray-level values in the image, the higher the security is. The information
entropy H(s) of a message source s is computed as:

H sð Þ ¼ − ∑
2N−1

i¼0
P sið Þlog2P sið Þ ð27Þ

where P(si) represents the probability of symbol si and 2N is the total states of the information
source. A truly random source emitting 2N symbols, the entropy should be N. Take an ideally
random imageCwith 256 Gy levels for example, the distribution of pixel intensities in [0, 255] is
uniform, i.e., P(Ci) = 1/256 where i ∈ [0, 255] is a positive integer. Hence the entropy H(C) = 8.

Table 6 shows the information entropy of the original and encrypted images by using the
proposed algorithm and those algorithms in [15, 21, 24, 35]. The averages of the information
entropy using the proposed method are also given in the eighth row of Table 6. From these
results, the information entropy values of all encrypted images are very close to the theoretical
maximum, i.e., H(C) = 8. That is, the cipher-image is close to a random source and the
probability of divulging information in the encryption process is very little. Furthermore,
comparing with other encryption methods [15, 21, 24, 35], the entropy values of the presented
cryptosystem are slightly larger. Therefore, the proposed algorithm is more secure against the
entropy attack than those algorithms [15, 21, 24, 35].

4.5 Differential attack

Generally speaking, a desirable feature of a cipher-image is being sensitive to the slightly changes
in a plain-image, for instance, only one pixel of the plain-image is modified. An attacker may try

Table 4 Correlation coefficients of adjacent pixels in the plain-image of Lena and corresponding cipher-image

Lena Correlation direction

Horizontal Vertical Diagonal

Original image Red 0.9244 0.9765 0.9366
Green 0.9336 0.9794 0.9368
Blue 0.8545 0.9498 0.9046

Encrypted image Red −0.0112 −0.0026 0.0052
Green 0.0050 0.0199 −0.0064
Blue −0.0179 0.0120 −0.0161

Table 5 Comparison of correlation coefficients of adjacent pixels using the proposed algorithm with some other
methods

Image Encryption algorithm Direction

Horizontal Vertical Diagonal

Original Lena image 0.9042 0.9686 0.9260
Encrypted Lena image The proposed algorithm −0.0080 0.0098 −0.0058

Ref. [46] 0.0044 0.0034 0.0020
Ref. [51] 0.0024 0.0012 0.0016
Ref. [24] 0.0024 0.0580 0.0170
Ref. [14] 0.1257 0.0581 0.0504
Ref. [35] 0.0681 0.0845 -
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to discover the meaningful relationship between the original and encrypted images through
making a tiny change in the original image to observe difference between two cipher-images.
Then the cryptosystem is cracked by tracing such difference. This type of attack is named as
differential attack. In order to test the effect of changing a single pixel in the plain-image on the
cipher-image, two common measures, i.e., Number of Pixels Change Rate (NPCR) and Unified
Average Changing Intensity (UACI) [35], are introduced. We can compute NPCRR ,G ,B and
UACIR ,G ,B of the color images according to the following formulae:

NPCRR;G;B ¼
∑
M

i¼1
∑
N

j¼1
DR;G;B i; jð Þ

M � N
� 100 ð28Þ

UACIR;G;B ¼
∑
M

i¼1
∑
N

j¼1
C

0
R;G;B i; jð Þ−CR;G;B i; jð Þ

��� ���.255
M � N

� 100 ð29Þ

whereM and N are the width and the height of the image, respectively; CR ,G , B and C
0
R;G;B are

the two cipher-images and their corresponding plain-images have only one pixel difference;
DR ,G ,B(i, j) is defined as

DR;G;B i; jð Þ ¼ 0; if C
0
R;G;B i; jð Þ ¼ CR;G;B i; jð Þ

1; if C
0
R;G;B i; jð Þ≠CR;G;B i; jð Þ

(

In order to test our proposed method, the original plain-image is firstly ciphered using the
given secret keys. Next, one pixel in the original image is arbitrarily chosen and changed slightly.
And the modified image is encrypted again using the same secret keys. Finally, two cipher-
images are utilized to obtain NPCRR ,G ,B andUACIR ,G ,B. This kind of test is executed over 150
times with diverse color images. Table 7 gives the results of NPCRR ,G ,B and UACIR ,G ,B by
using the presented algorithm. As can be seen from the results, the average values ofNPCRR ,G ,B

and UACIR ,G ,B are 99.6118% (larger than the expected value 99.6094%) and 33.4500% (very
close to the expected value 33.4635%), respectively. So the proposed scheme is resistant to the

Table 6 The information entropy of the original and encrypted images by using different encryption algorithms

Encryption algorithms Test images Original image Encrypted image

Red Green Blue Red Green Blue

The proposed algorithm Lena 7.2933 7.5812 7.0856 7.9895 7.9894 7.9894
Peppers 7.3319 7.5242 7.0793 7.9898 7.9886 7.9894
Baboon 7.7007 7.5129 7.7655 7.9899 7.9896 7.9888
Panda 7.7118 7.6278 7.7939 7.9888 7.9899 7.9895
Vegetables 7.7971 7.8215 7.3593 7.9898 7.9895 7.9895
Average 7.5670 7.6135 7.4167 7.9896 7.9894 7.9893

Ref. [24] Lena 7.9874 7.9872 7.9866
Ref. [15] Lena 7.9278 7.9744 7.9705
Ref. [35] Lena 7.9732 7.9750 7.9715
Ref. [21]
(bit-level permuted)

Lena 7.9791 7.9802 7.9827

Ref. [21]
(Using Chen system)

Lena 7.9871 7.9881 7.9878
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differential attacks. Furthermore, we compare the NPCR and UACI results on the Lena image
using our proposed scheme with some other algorithms, as displayed in Table 8. Obviously, the
performance of the proposed algorithm is superior to those methods in [5, 14, 23, 29, 35, 46], and
it has a better ability to resist the differential attacks.

4.6 Mean absolute error (MAE)

Mean absolute error (MAE) is introduced to measure the difference between the plain-image
and the cipher-image [30]. The larger the value of MAE, the more secure the encryption
scheme is. MAE is defined as

MAER;G;B ¼ 1

M � N
∑
M

i¼1
∑
N

j¼1
CR;G;B i; jð Þ−PR;G;B i; jð Þ�� �� ð30Þ

where P and C are the plain-image and the cipher-image, respectively. M and N are the width
and the height of the image, respectively.

The results forMAE using the proposed encryption algorithm and the encryption method in
[31] are provided in Table 9. The large values of MAE demonstrate that the cipher-images are
highly different from their corresponding plain-images, which again confirms that the security
of the presented method is high.

4.7 Resistance to known plaintext attack and chosen plaintext attack

In our proposed encryption method, the key stream K depend on not only the secret keys (the
initial conditions and the parameters of OCML), but the original plain-image. So the key

Table 7 Average NPCRR,G,B and UACIR,G,B of different color images using the presented algorithm

Test image Average NPCRR,G,B (%) Average UACIR,G,B (%)

Red Green Blue Red Green Blue

Lena 99.6052 99.6060 99.6113 33.4280 33.4966 33.3779
Peppers 99.6060 99.6286 99.5874 33.4959 33.4874 33.4302
Baboon 99.6024 99.6252 99.6004 33.4311 33.4500 33.4935
Panda 99.6062 99.5962 99.6220 33.4335 33.4903 33.5158
Vegetables 99.6177 99.6162 99.6458 33.4517 33.2521 33.5158
Average for each component 99.6075 99.6144 99.6134 33.4480 33.4353 33.4666
Average for all images 99.6118 33.4500

Table 8 Comparison of the average NPCR and UACI on the Lena image by using different algorithms

Algorithm Average NPCR (%) Average UACIR,G,B (%)

The proposed algorithm 99.6075 33.4342
Ref. [46] 99.2173 33.4055
Ref. [14] 99.52 26.7933
Ref. [35] 99.5843 33.3755
Ref. [29] 99.59 17.605
Ref. [23] 99.6017 28.1370
Ref. [5] 99.2938 33.1803
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stream for image diffusion is changeable when different plain-images are encrypted, even
though the same secret keys are employed. In addition, different key stream will be obtained if
choosing distinct plain-image to encrypt. The attacker cannot extract useful information by
encrypting some special images because the resultant information is related to those chosen-
images. Therefore, the attacks proposed in [18, 22, 53] become ineffective on our presented
cryptosystem. The proposed encryption scheme can well withstand the known-plaintext and
chosen-plaintext attacks.

4.8 Robustness against some common image processing operations

In real applications, the images are inevitably attacked by various image processing
operations such as noise addition, cropping, JPEG compression, contrast adjustment,
histogram equalization etc. The cryptosystem should be robust so that the plain-image
can still be recovered when the cipher-image is attacked. For convenience, in the following
simulations, we assume that the encrypted Lena image shown in Fig. 3(e) is attacked by
the image processing operations, and then decrypt the attacked cipher-images. The results
are described in detail as follows.

4.8.1 Noise addition

As we know, noise is ubiquitous in various applications. In image processing, addition of noise
will result in degradation and distortion of the image. In this subsection, the robustness of the
proposed encryption algorithm is tested through decrypting the cipher-images contaminated by
three kinds of noise, i.e., Pepper & Salt noise, Gaussian noise and multiplicative noise.

Example I Fig. 8(a), (b) and (c) show the cipher-images contaminated by Pepper & Salt
noise with different noise densities, i.e., 0.005, 0.05 and 0.5, respectively. The proposed
scheme is employed to decrypt the noise-contaminated ciphered images Fig. 8(a), (b) and
(c). The decrypted images are displayed in Fig. 8(d), (e) and (f), respectively. The
corresponding PSNR values between the decrypted and original Lena images are
29.03 dB, 19.35 dB and 9.99 dB, respectively.

Example II Gaussian white noise with mean value 0 and different variance values is added to
the cipher-image in Fig. 3(e). Figure 9(a), (b) and (c) display the cipher-images corrupted by

Table 9 The MAE values for different color images

Test images MAE

Red Green Blue

Lena 84.4865 77.8223 70.4894
Peppers 73.8372 86.6486 86.3907
Baboon 76.3557 72.9336 80.0563
Panda 84.5212 85.5103 85.9122
Vegetables 89.9734 85.9789 89.4403
Average for each component 81.8348 81.7787 82.4578
Average for all images 82.0238
Ref. [31] 80.2
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Gaussian white noise with mean value 0 and variance values 0.001, 0.01 and 0.1, respectively.
Corresponding decrypted images are shown in Fig. 9(d), (e) and (f). The PSNR values between
the decrypted and original Lena images are 15.42 dB, 11.46 dB and 9.10 dB, respectively.

Example III The cipher-image in Fig. 3(e) is contaminated by multiplicative noise with
mean value 0 and different variance values, i.e., 0.001, 0.01 and 0.1. The corrupted encrypted
Lena images are depicted separately in Fig. 10(a), (b) and (c). Figure 10(d), (e) and (f) plot the
decrypted Lena images. The PSNR values between the decrypted and original Lena images are
17.87 dB, 13.48 dB and 9.98 dB, respectively.

From the above results, it can be clearly seen that the noise-contaminated encrypted Lena
image can still be decrypted appropriately, i.e., most information can be recovered. For three
types of noise, our proposed scheme has the best robustness against Pepper & Salt noise.
Furthermore, it becomes more and more difficult to decrypt correctly the noise-corrupted
cipher-image with increasing the noise level.

4.8.2 Cropping

Image cropping is a very common operation in image processing. Cropping an image
means that some rows or columns of the image are deleted or hidden. So this manip-
ulation will lead to data loss. Figure 11 shows the results of the cropping attacks.

Fig. 8 Image decryption as the cipher-image in Fig. 3(e) attacked by salt & pepper noise: a Encrypted Lena image
under adding Pepper & Salt noise with noise density 0.005; b Encrypted Lena image under adding Pepper & Salt
noise with noise density 0.05; c Encrypted Lena image under adding Pepper & Salt noise with noise density 0.5; d
Decrypted Lena image from (a); e Decrypted Lena image from (b); f Decrypted Lena image from (c)
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Figure 11(a) displays the cropped cipher-image, where a data cut with size 170 × 80 in
the upper-left of the cipher-image in Fig. 3(e) is deleted. Corresponding decrypted
image is shown in Fig. 11(b). A block with size 95 × 70 in the lower-right of the
cipher-image in Fig. 3(e) is removed, as displayed in Fig. 11(c). Figure 11(d) plots its
corresponding decrypted image. Obviously, the decrypted images still contain most of
the original visual information. So our proposed encryption method is robust against the
cropping attacks.

4.8.3 JPEG compression

Another common attack in real applications is JPEG compression. In this experiment, the
encrypted Lena image in Fig. 3(e) are compressed with different quality factors, i.e., 20,
50 and 80, as displayed in Fig. 12(a), (b) and (c). The quality factor is a kind of measure
for JPEG compression, usually in the interval [1, 100]. The larger the factor, the better
the quality of the image after JPEG compression, the smaller the compression rate is.
Corresponding decrypted Lena images are separately shown in Fig. 12(d), (e) and (f).
The PSNR values between the decrypted and original Lena images are 8.83 dB, 9.40 dB
and 9.68 dB, respectively. Simulation results show that the decrypted images from the
cipher-images after JPEG compression are still recognizable. Thus the presented encryp-
tion algorithm is robust against JPEG compression attack.

Fig. 9 Image decryption as the cipher-image in Fig. 3(e) attacked by Gaussian noise: a Encrypted Lena image
under adding Gaussian noise with mean value 0 and variance value 0.001; b Encrypted Lena image under adding
Gaussian noise with mean value 0 and variance value 0.01; c Encrypted Lena image under adding Gaussian noise
with mean value 0 and variance value 0.1; dDecrypted Lena image from (a); eDecrypted Lena image from (b); f
Decrypted Lena image from (c)
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4.8.4 Contrast adjustment

Contrast is the difference in brightness between objects or regions. In real life, the images may
be attacked by adjusting the contrast. The contrast of the encrypted Lena image in Fig. 3(e) is
individually increased by 50% and 20%, as shown in Fig. 13(a) and (c). Corresponding
decrypted Lena images are displayed in Fig. 13(b) and (d). The PSNR value between the
decrypted and original Lena images is 10.03 dB and 12.10 dB, respectively. It is evident that
most information of the original image can still be recovered. From the results, our proposed
scheme is robust against contrast adjustment attacks.

Fig. 10 Image decryption as the cipher-image in Fig. 3(e) attacked by multiplicative noise: a Encrypted Lena
image under adding multiplicative noise with mean value 0 and variance value 0.001; b Encrypted Lena image
under adding multiplicative noise with mean value 0 and variance value 0.01; c Encrypted Lena image under
adding multiplicative noise with mean value 0 and variance value 0.1; d Decrypted Lena image from (a); e
Decrypted Lena image from (b); f Decrypted Lena image from (c)

Fig. 11 Test of image cropping attacks: a Encrypted Lena mage with a 170 × 80 data cut; b Decrypted Lena
image from (a); c Encrypted Lena mage with a 95 × 70 data cut; d Decrypted Lena image from (c)
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4.8.5 Histogram equalization

Histogram equalization is a technique for adjusting image intensities to enhance contrast.
Figure 14(a) shows the encrypted Lena image attacked by histogram equalization. Figure 14(b)
displays the corresponding decrypted Lena image. The PSNR value between the decrypted and
original Lena images is 30.91 dB. As can be seen, the original Lena image can be decrypted
well when the cipher-image is attacked by histogram equalization.

Remark 3 It can be found from the above results that the proposed image encryption
scheme is robust against some common image processing operations such as noise addition,
cropping, JPEG compression, contrast adjustment and histogram equalization.

Fig. 12 Test of JPEG compression attacks: a JPEG compressed cipher-image of Lenawith quality factor 20; b JPEG
compressed cipher-image of Lena with quality factor 50; c JPEG compressed cipher-image of Lena with quality
factor 80; d Decrypted Lena image from (a); e Decrypted Lena image from (b); f Decrypted Lena image from (c)

Fig. 13 Test of contrast adjustment attacks: a Encrypted Lena image attacked by contrast adjustment (increased
by 50%); b Decrypted Lena image from (a); c Encrypted Lena image attacked by contrast adjustment (increased
by 20%); d Decrypted Lena image from (c)
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4.9 Computational complexity analysis

The computational complexity of an encryption algorithm will significantly influence the
speed performance. To evaluate the computational complexity of the proposed algorithm,
the time complexity in each step is given as follows. The image matrix decomposition occurs
in the first step. Hence the time complexity is Ο(3 ×M ×N) whereM and N are the dimensions
of a RGB image. In Step 2, the time-consuming part is the number of the floating-point
operations for CML. Corresponding time complexity is Ο(3 ×M ×N). Step 3 is to transform
the pixel matrices into the DNA sequence matrices. So the time complexity in Step 3 isΟ(12 ×
M ×N). The time complexity in Step 4 is Ο(12 ×M ×N) since the time-consuming part is the
number of the DNA XOR operations. Similar to Step 4, the time complexity in Step 5 is also
Ο(12 ×M ×N). The time-consuming part in Step 6 is the number of the transformation
operations for the DNA sequence matrices, where the time complexity is Ο(24 ×M ×N). In
the last stage, three key streams with size of M ×N are used to modify the image pixels. Thus
the time complexity is Ο(3 ×M ×N). Therefore, the total time complexity of the presented
encryption scheme is Ο(24 ×M ×N). However, our proposed algorithm can be executed in a
parallel mode, which can accelerate the operation speed. Considering the ultra-large-scale
parallel computing power of DNA computing, the time cost is indeed negligible.

5 Conclusions

This paper proposes a robust and lossless color image encryption scheme based on DNA
computing and OCML. First of all, the original color image is randomly encoded by the DNA
encoding rules and three DNA matrices are obtained. Then we implement the DNA XOR
operation on the DNA matrices to encrypt the plain-image. And the DNA matrices are
transformed into three gray images, i.e., the red, green and blue components, according to
the DNA decoding rules. Finally, to further strengthen the security of the cryptosystem, the
pixel values of the above image are modified by a key stream generated from both OCML and
the plain-image. Numerical experiments and performance analysis have shown the superior
encryption effect and high security of the presented image encryption algorithm. Moreover,

Fig. 14 Test of histogram equalization attacks: a Encrypted Lena image attacked by histogram equalization; b
Decrypted Lena image from (a)
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our proposed scheme is robust against some common image processing operations such as
noise adding, cropping, JPEG compression, contrast adjustment, histogram equalization etc.
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