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Abstract Social media has evolved into one of the most important channels to share
micro-videos nowadays. The sheer volume of micro-videos available in social networks
often undermines users’ capability to choose the micro-videos that best fit their interests.
Recommendation appear as a natural solution to this problem. However, existing video
recommendation methods only consider the users’ historical preferences on videos, with-
out exploring any video contents. In this paper, we develop a novel latent genre aware
micro-video recommendation model to solve the problem. First, we extract user-item inter-
action features, and auxiliary features describing both contextual and visual contents of
micro-videos. Second, these features are fed into the neural recommendation model that
simultaneously learns the latent genres of micro-videos and the optimal recommendation
scores. Experiments on real-world dataset demonstrate the effectiveness and the efficiency
of our proposed method compared with several state-of-the-art approaches.

Keywords Micro-video recommendation · Genre aware · Neural network

1 Introduction

Over the past few decades, the popularity of online video sharing platforms has surged to
an unprecedented scale [4, 6, 7]. Since 2012, a new type of Internet media has received
close attention in the entertainment area: micro-videos (or bite-sized video) generated by
a new form of users with the length from 6 seconds to 300 seconds approximately. The
micro-videos can be shared, commented and reposted by users when they are published.
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Vine,1 for instance, has approximately 200 million active users monthly and 1.5 billion
videos in a daily loops at the end of December 2015,2 while Snapchat hit 7 billion daily
video views in 2016 [9]. The sheer volume of micro-videos available in social networks
often undermines user capability to choose the micro-videos that best fit their interests.

Recommendation appears as a natural solution to this problem. However, existing video
recommendation methods only consider the users’ historical preferences on videos, with-
out exploring any video contents. Compared with long videos, micro-videos are short but
more focused on certain interesting topics. On the one hand, it will be technically possible
to detect more specific genres of micro-videos by jointly analysing visual contents and con-
textual semantics. On the other hand, users may have more clear preferences on the specific
micro-video genres. Hence, it is promising to capture the specific genres of micro-videos
to facilitate recommendation. Nevertheless, the current micro-videos are only categorised
into noisy coarse categories. For example, animals, art, comedy, edits, music&dance, sports,
and weird. This freely available coarse-grain categorisation cannot reflect users’ interests
accurately for recommendation. Taking category, sports, as an example, people who like
basketball may have no interest in football.

Motivated by the aforementioned considerations, in this paper, we propose a novel latent
genre aware micro-video recommendation within deep neural network framework. Its basic
structure is shown in Fig. 1. The key idea is simultaneously detecting auxiliary fine-grain
latent genres of micro-videos that better match users’ interests, and learning the optimal
recommendation scores with user-item embedding. Our model mainly works as the follow-
ing two steps: Firstly, we extract user-item features from the user and micro-video pairs.
Specifically, we perform user-item embedding and represent users and micro-videos with
latent feature vectors. In addition, we extract visual features with pre-trained convolution
neural networks (CNNs) [8, 30] to describe visual contents of micro-videos, and textual
features with bidirectional recurrent neural networks (BRNNs)[28] to represent contex-
tual semantics. Secondly, these features are fed into the neural recommendation model that
simultaneously learns the latent genres of micro-videos and the optimal recommendation
scores. A loss function is defined based on the idea of learning to rank [2] with the objective
that the similarity score of positive user micro-video pairs is expected to be larger than that
of negative user micro-video pairs. In optimisation, these losses are propagated back to the
neural network and the parameters are updated accordingly.

The main contribution of this paper can be summarised as follows:

– We propose a latent genre aware neural recommendation model for micro-videos. It
improves over 5% of the Accuracy@k compared with the state-of-the-art baselines.
Our model specifically considers the auxiliary fine-grain latent genres of micro-videos
to facilitate the recommendation. To the best of our knowledge, there is still no similar
work.

– We build a large-scale micro-video dataset including 51,837 users and 147,378 micro-
videos. Experiments on it demonstrate the superior performance of the proposed model
compared with state-of-the-art approaches.

The rest of the paper is organised as follows. Section 2 describes the related works. In
Section 3, we illustrate the proposed methodology, followed by Section 4 that details the
experimental results and discussions. Finally, Section 5 concludes this paper.

1Vine: https://vine.co
2Vine report: http://blog.vine.co

https://vine.co
http://blog.vine.co
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Fig. 1 The basic structure of the proposed approach

2 Related Work

In this section, we describe the literatures that are most related to this paper. Specifically,
we review existing video recommendation and neural recommendation methods.

2.1 Video recommendation

Many existing video-oriented sites, such as YouTube,3 MSN Video4 and Yahoo! Video,5

have already provided video recommendation services. Content-based filtering approaches
[20, 25, 27] are exploited in Youtube, where videos are recommended to users based on
the past viewed videos. In VideoReach [22], video recommendation is performed based on
the multi-modal relevance and users’ click-through data. It integrates textual, visual and
aural modalities with an attention function. The main limitation of these methods is that
they only consider the video-video relations, ignoring the related users’ preferences that are
important when recommending videos. Collaborative filtering [23, 34] is also explored in
video recommendation. [34] compares users’ rating of videos previously given by others,
the videos are then recommended to users who share the similar preferences. In MovieLens
system [23], the users are required to rate films that they have seen from 1 (Awful) to 5
(Must See) stars. The films are recommended to other users who have a high correlation
coefficient (stars) with the current user. Collaborative filtering ignores the video attributes

3https://www.youtube.com/?hl=zh-cn
4https://www.msn.com/en-us/video
5https://video.search.yahoo.com/

https://www.youtube.com/?hl=zh-cn
https://www.msn.com/en-us/video
https://video.search.yahoo.com/
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such as descriptions and keywords. Its performance may be undesirable when the ratings
are insufficient.

2.2 Neural recommendation

There are many works using a deep neural network for recommendations. Wang et al.
[34] proposed the collaborative deep learning (CDL) recommendation model to bridge the
gap between the deep learning model and recommendation system. They demonstrated the
advanced recommendation performance by jointly performing deep learning on the content
information and collaborative filtering with the ratings matrix. The CDL model presents a
good performance for text content recommendation but ignores to analyse other features,
such as visual features, which are essential to micro-video recommendation.

He et al. [16] developed a neural recommendation framework based on the collaborative
filtering. The authors first modelled the interaction of user-item features through collabora-
tive filtering. Then, they applied the deep learning to learn the latent features of users and
items instead of inner product of them. The experiment results show that promising perfor-
mance can be achieved using deeper neural networks. However, the method only explores
the interaction between user and item features, without considering any valuable auxiliary
micro-video information.

In [37], the authors exploit recurrent neural networks (RNNs) [28] to learn the similarity
between each query and advertisement. They proposed RNN module to model the word
sequence of queries and advertisement in online advertising. In [15], Guo et al. leverage
deep neural network for ad-hoc retrieval task. They formalise the retrieval task as a matching
problem using deep models.

Our approach also advocates on neural recommendation. But, we are different from the
aforementioned approaches on exploiting the contextual semantics and visual contents of
micro-videos as auxiliary information to facilitate the recommendation. Moreover, our pro-
posed model can simultaneously detect the fine-grain latent genres of micro-videos that
may possibly match the users’ interests, and learn the optimal ranking scores for final
recommendation. To the best of our knowledge, there is still no similar work.

3 The proposed method

In this section, we first give the problem definition. Then, we describe the methods of
extracting the features of user-item and micro-videos. Finally, we present the latent genre
aware neural recommendation model.

3.1 Problem formulation

Given a set of user U = {u = 1, 2, · · · , N}, a set of micro-videos I = {1, 2, · · · ,M}, and a
log of the users’ preferences (retweeting, commenting and liking ) on items O = (u, i, yui).
yui can be represented by a binary value [0,1], with 1 indicating the preferred item of user
and 0 otherwise. We aim to recommend each user a list of micro-videos that maximise user’s
satisfaction by recommending micro-videos that match user’s interests and are more likely
to be retweeted or commented. For each user u, we use Ou to denote user’s preferred items
in the training set, and Ou denotes user’s unobserved preferences.

In this paper, we formulate the micro-video recommendation as a pair-wise learning to
ranking problem. For a user u, items in Ou are assumed positive samples and unobserved
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items in Ou are considered as the negative samples. The basic idea is to learn a ranking
function h, such that the positive samples are ranked higher that the negative samples.

h(w, ψ(u, i)) > h(w, ψ(u, j)) + ε (1)

where i ∈ Ou is the positive item and j ∈ Ou is the negative item, while w is a vector of
model weights and ψ(·) is the function that maps the user-item pair into a feature vector.
Later in this section, we describe how to extract multinomial features from the user-item
pairs and finally describe the ranking model in Section 3.3.

3.2 Feature extraction

We extract two kinds of features of micro-videos as the input of subsequent neural recom-
mend model. One of them describes the interaction between users and micro-videos and
the other characterises the micro-videos. Specifically, we extract the user features, item
features and user-item features to represent users, items and their interactions. To exploit
micro-videos, textual and visual features are extracted from visual contents and contextual
texts.

3.2.1 User-item feature extraction

The first kind of features is extracted from social media platforms such as Twitter represent-
ing the characteristics of users, items and their interactions. We use word embedding model
[14] to learn user and item embeddings (u and v). Specifically, we use the user’s historical
tweets and the tweet associated with the item (micro-video) to compute u and v respectively.
Then using the low-level representation of a user u and a item v, we define the similarity
score between them as follows to capture their interactions that are such as similar topics
and interests:

xsim = u � v (2)

where � is the element-wise product. Although many previous works [1, 29] use the matrix
transform method to compute the similarity score between two vectors, we found that the
element-wise product is more effective.

3.2.2 Textual feature extraction

After extracting user-item features, we model the textual and visual features of micro-
videos. The extraction of textual features goes through the embedding step and the RNN
step.

1) Embedding Step We tokenise a collection of all the texts associated with micro-videos
and create a vocabulary. After that, each text is represented with a word sequence x =
{x1, · · · , xT }, where xt is the index of the t-th word, representing the ordering of the word
in the vocabulary. We pad all the word sequences into the same length by padding 0 to the
end of those word sequences that have the length shorter than the specified length. Each
word in the sequence is mapped into a continuous vector by indexing the word embedding
look-up table:

et = Wemb[xt ], s.t.Wemb ∈ RV ×demb (3)

where V is the size of the vocabulary, demb is the manually specified embedding size, and
Wemb is the word embedding matrix where each row corresponds to a word in the vocabu-
lary. The word embedding matrix transforms each word into a low-dimensional dense vector
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et that comes to represent in some abstract way the “meaning” of a word. The embedding
matrix is updated jointly when optimising the object function in the learning process.

2) RNN Step The RNN step transforms the sequences of word embedding vectors into
latent vectors, it takes the output of word embedding step {e1, · · · , eT } as input. Each word
embedding vector et is regarded as input in the corresponding t-th time step, and the latent
state (i.e. latent vector) ht is non-linear transformation of the word embedding vector at that
step and the latent state of the previous step, ht−1. For example, the simplest RNN updates
the latent state with:

ht = σ(Wehet + Whhht−1 + bh) (4)

whereWeh ∈ Rdh×demb ,Whh ∈ Rdh×dh , bh ∈ Rdh are the weights and bias to be learned, and
dh is the dimension of the latent states. The σ is the non-linear transform (e.g. relu(x) =
max(0, x)), and (4) can be abstracted as ht = H(ht−1, et ). The final state hT at step T

can be considered as the encoding of the whole word sequence. However, the update of the
latent state only consider the previous state may lack the ability of representing long word
sequence. Therefore, more sophisticated RNN such as LSTM [17] are proposed, it is able
to catch long term dependency in sequences and updates the latent state with:

ft = σ(Wef et + Whf ht−1 + bf )

it = σ(Weiet + Whiht−1 + bi)

ot = σ(Weoet + Whoht−1 + bo)

gt = tanh(Wecet + Whcht−1 + bc)

ct = ft � ct−1 + it � gt

ht = ot � tanh(ct ) (5)

where � represents element-wise product between vectors. A LSTM cell consists of an
input gate i, a forget gate f , a memory cell c and an output gate o. The input gate decides
whether to block the input signal, the forget gate decides whether to remember the previous
cell state, and the output gate can allow new output or prevent it. By catching the long-term
dependencies, LSTM is able to avoid quick vanishing and exploding problems that simple
RNN suffers from back propagation optimisation [33].

In this paper, we use BRNN to encode the textual features. BRNN is implemented with
two separate LSTM layers that work in opposite direction. The forward LSTM starts at
time=1 that is the begin of a sequence, while the backward LSTM starts at time=T that is
the end of a sequence. The latent state of BRNN can be represented with the concatenating
of the latent state of the two LSTMs:

−→
ht = −→

H (et , ht−1),
←−
ht = ←−

H (et , ht+1)

ht = concatenate(
−→
ht ,

←−
ht ) (6)

Therefore, the latent representation of a word sequence is concatenate(
−→
hT ,

←−
h1). BRNN is

able to leverage both the past and future context information of a word sequence, and result
in a better representation of a sequence. The process of extracting textual features is shown
in Fig. 2.

3.2.3 Visual feature extraction

There are variety of ways to represent the visual contents.[3, 5, 21]. In this paper, we exploit
deep convolutional neural networks (CNNs) [8, 30] to extract high-level features from the
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Fig. 2 An illustration of textual features extraction process

key frames of a micro-video. The CNNs extract hierarchies of features ranging from low-
lever features (e.g. color blobs, lines) in the low-level layers, to high-level features (e.g.
objects) in the high-level layers. The powerfulness of high-level features from the CNNs
has been demonstrated in many applications such as image captioning [32, 33, 35], visual
question answering [10], image style transfer [13].

Training the CNNs requires a large amount of training data, a potential solution to this
problem is to transfer parameters from a CNN that has already been trained with large scale
image database [11]. In this paper, we use the pre-trained 19-layer VGG net [8, 31] as a fixed
high-level image features extractor. The VGG-19 model is trained on large scale images and
classify an image into one of the 1000 classes. For each image as input into the VGG-19
model, we extract the 4096-dimension activations of the fully-connected layers prior to the
last layer as high-level features for each of the key frames, and then take the average of the
high-level features of the key frames as the visual features [39]. We believe that firing of
the neurones immediately prior to the classification task that contains high-level knowledge
is useful to the recommendation task. The process of extracting textual features is shown in
Fig. 3.

3.3 Genre aware neural recommendation model

The previous section introduces the extraction of the user-item feature, the textual and visual
feature. In this section, we detail the genre aware micro-video recommendation model. Our
model is developed based on the deep neural network framework. It has six layers in total
which include the latent genre layers (one input layer, one hidden layer and one output genre
layer) and the fully concatenating neural network (one input layer, one hidden layer and
one scoring layer). The main objective is to jointly learns the latent genres of micro-videos
and the optimal recommendation scores. The basic idea of pair-wise learning to rank is to
calculate a similarity score for each user-item pair, and ensure that the score of user-positive
item should be higher than the user-negative item.
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Fig. 3 An illustration of visual features extraction process

Note that, in traditional collaborative filtering methods such as [27], the similarity score
is the inner product of the user and item vectors. However, to achieve desirable micro-video
recommendation, we need consider extra auxiliary information of micro-videos. There-
fore, the traditional collaborative filtering such as matrix factorisation is inapplicable in our
scenario.

In the following subsections, we detail the layers of our latent genre aware neural rec-
ommendation model and the calculation of the similarity score for each user micro-video
pair.

3.3.1 Latent genre aware layers

The features that are related to micro-videos are then fed into the latent genre aware lay-
ers. The rationale of concatenating the textual and visual features of micro-videos and
adding hidden layers upon the concatenated features is to explicitly model the interac-
tions among low-level features of the micro-videos and capture complex high-level latent
features (such as genre or category of micro-videos). Furthermore, transforming low-level
features into high-level latent features can significantly improve the training efficiency.
Specifically, compared with using the textual feature (256-dimension) and visual feature
(4096-dimension) as the input of a fully concatenating neural network that requires tuning
over 4000 parameters, the dimension of the high-level latent features generated by the latent
genre layers is significantly reduced. The parameters in these layers are gradually tuned to
capture complex high-level features during the learning process for optimising the object
function with annotated data. The output is formulated as follows:

xgenre = μ(wg · concatenate(xvisual, xtext ) + a) (7)

where wg and a are the weights and biases of the hidden layers respectively, and μ is the
activation function.
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3.3.2 Full join layer

In this join layer, we join the multinomial features, including users and micro-videos with
latent representations of latent genre, user-item pair and their similarity score. By consider-
ing these multinomial features, our model naturally alleviates the cold-start problem for the
micro-video recommendation.

xjoin = concatenate(u, v, xsim, xgenre) (8)

3.3.3 Hidden layers

The joined feature is then fed into the fully connected hidden layers. Notice that the number
of hidden layers is not limited, and is tuned by experiments.

xhidden = σ(wh · xjoin + b) (9)

where wh and b are the weights and biases of the hidden layer respectively, and σ is the
activation function. The motivation of adding a hidden layer is that we need to further cap-
ture the interactions among the latent represent of different factors (e.g. user, item, latent
genre features).

3.3.4 Scoring layer

In this layer, we compute the score for each user-item pair, representing the similarity score
by considering the multinomial features.

scoreu,v = ws · xhidden (10)

where ws is the weight vector of this final layer. At this point, xhidden can be regarded as
the high-level representation of the user-item pair obtained through a series transformations
from the input layers. The information flow of our model can be illustrated in Fig. 1. Notice
that the score of an user-item pair represents the similarity of the pair, and the scores are
used to define the loss function described in the later section. The losses based on the scores
are propagated back to the neural network for fitting the recommendation model into the
annotated data. Unlike traditional similarity measurement, we are able to incorporate differ-
ent raw features into the neural network, and the parameters for extracting the latent features
are tuned collaboratively during the learning process. In this light, our model is not limited
by the visual and textual features. Instead, it is generic and can integrate different kinds of
features.

3.3.5 Loss function

As described previously, we calculated a score for each item-user pair based on the vector
representations of the users and items. After that, we define a proper loss function to conduct
learning. As we can mine the implicit interactions between the users and items, we adopt the
supervised pair-wise learning to ranking learning method, and the loss function is similar
to previous works [19, 38] that maximise the similarity of the users and the micro-videos
that the users have implicitly interacted with. Since the score in (10) measures the similarity
between the user interests and item attributes, minimising the loss function reflects the fact
that positive items have higher scores than the negative ones. Formally, let (u, i) be the
positive user-item pair (i.e. the user has implicit feedback on the item), and (u, j) be the
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negative user-item pair (i.e. unobserved item for this user). We formulate our loss function
as follows:

J (θ) = −
∑

u

∑

i∈Ou,j∈Ou

logσ(score(u, i) − score(u, j)) (11)

where σ(x) is the sigmoid function σ(x) = 1
1+e−x that maps the difference between the

score of the user-(positive item) and the score of the user-(negative item) into the range of
[0,1]. θ is the union of the parameters that needs to be learned from the training set, and
they include the embedding matrix for the users and items, the parameters in the network
for processing the latent genre features, and the parameters after the join layer. In this way,
all the parameters defined previously are learned with the goal to correctly match related
user-item pairs. In (11), negative items are randomly sampled from the unobserved items,
which allow us to greatly reduce the overhead of computing the loss function. Therefore, we
can directly adopt maximum log-likelihood estimation and minimise the loss function with
standard gradient descent, and train our model on large a large training set. The σ function
denotes the probability that positive items are ranked higher than negative items for a user,
hence maximising the loss function is equivalent to increasing the similarity score of the
user-positive item and decreasing that of the user-negative item.

4 Experiments

In this section, we first describe the settings of experiments and then demonstrate the
experimental results.

4.1 Dataset collection and preprocessing

A real dataset is collected for our experiment. First, we used Twitter Streaming APIs6 to
collect a year’s data from 2015 to 2016. Then, for alleviating data sparsity, we filtered out
the users who posted less than 5 micro-videos. After that, we wrote a web crawler to collect
all micro-videos in our testing dataset. The dataset is finally constructed with 51,837 users
and 147,378 micro-videos.

4.2 Experimental setup

In order to evaluate the recommendation effectiveness, we compare our model with several
state-of-the-art recommendation approaches. In addition, to provide more insights, three
variants of our models are further designed and evaluated to investigate the effects of differ-
ent modalities on micro-video recommendation performance. For evaluation, the dataset D
is split into the training set Dtrain and the test set Dtest according to the proportion of 70%
and 30%, respectively. In the following, we detail the compared approaches and evaluation
metric.

4.2.1 Evaluated baselines

– MP: A standard “most popular” baseline, which ranks micro-videos in descending order
of posting times performed by Twitter users.

6Twitter Streaming APIs: https://dev.twitter.com/streaming/overview

https://dev.twitter.com/streaming/overview


Multimed Tools Appl (2018) 77:2991–3008 3001

– IBCF: Item-based collaborative filtering is a classic recommendation method pro-
posed in [27]. IBCF first analyse the user-item matrix to identify relationships between
different items, and then uses it for recommendation.

– WRMF: Weighted regularised matrix factorisation [18] is a regularised least-square
optimisation with weights to reduce the impact of negative examples.

– BPR: Bayesian personalised ranking model [26] imposes a pairwise ranking crite-
rion, where the latent factors of users, items, and tags are jointly optimised for
recomendation.

– PPR: Pairwise preference regression model [24] is a predictive feature-based regression
model that leverages the available information of users and item content features for
tackling the cold-start problem. The texts in PPR are determined as the contextual texts
associated with the micro-videos.

– CDL: Collaborative deep learning [34] jointly performs deep representation learning for
the content information and collaborative filtering for the ratings matrix. The authors
have evaluated CDL on movie recommendation. Similar to PPR, the contextual texts in
CDL are also determined as the texts associated with the micro-videos.

In addition three variants of our model are compared to further investigate the effects of
different modalities. They are

– LGA-UI: In this approach, we remove the textual feature and the visual feature. The
features of users, items and their interactions are used for recommendation. Formally,
(8) is modified to:

xjoin = concatenate(u, v, xsim) (12)

It simulates the application scenario that targets recommending micro-videos to new
users.

– LGA-Text: To simulate the application scenarios where users post text descriptions
but without any micro-videos, we remove the visual feature. Hence, in recommenda-
tion, the features of users, items, user-item interactions, and visual features are used.
Formally, the (8) is modified to:

xjoin = concatenate(u, v, xsim, xtext ) (13)

– LGA-Visual: To simulate the application scenario where the users post many micro-
videos but without text descriptions, we remove the textual features. The features of
users, items, user-item interactions, and the visual feature are used for recommendation.
Formally, the (8) is modified to:

xjoin = concatenate(u, v, xsim, xvisual) (14)

4.2.2 Evaluation metric

For evaluation metric, we adopt a commonly-used measurement Accuracy@k as [12, 36].
It is formulated by averaging all test cases:

Accuracy@k = #match@k

|Dtest | (15)

where match@k is defined for a single test case as either 1, if the micro-video appears in
the top-k results, or 0, otherwise. #match@k denotes the number of matches in the test set,
and |Dtest | is the number of all test cases. In experiments, the presented Accuracy@k are
the average of ten results.
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4.3 Experimental results

In this section, we present the experimental results of the compared approaches with well-
tuned parameters. We only show the performance where k is set to 1, 3, 5, 7, 9. The reasons
are that great values of k are usually ignored for recommending micro-video to social media
users. Furthermore, the total number of micro-videos posted by a user in our dataset is
limited, as the Twitter Streaming APIs do not provide users’ complete timeline data but
sampling data.

4.3.1 Comparison results

Figure 4 presents the recommendation accuracy of our model compared with the selected
baselines. The Accuracy@k of LGA is about 0.29 when k = 3 and 0.31 when k = 5
(i.e., the model has a probability of 29% of placing an appealing micro-video in the top-3
and 31% of placing it in the top-5). Obviously, our proposed LGA model outperforms other
competitor models significantly (improved over 5% of the Accuracy@k compared with
the four baselines). Several observations are made from the results: i) CDL shows similar
performance as LGA-Text plotted in Fig. 5 as they are both based on deep learning model
and utilised similar features e.g. text feature. ii) All algorithms perform significantly better
than MP because few micro-videos are widely posted by users in the real world.

4.3.2 Effects of feature modalities

In Fig. 5, we illustrate the effectiveness of our proposed model in terms of its constituent
features. Firstly, the LGA model with all features being enabled outperforms all incomplete
feature combinations, as it can explicitly model the interactions among the low-level fea-
tures of the micro-videos and capture the complex high-level latent features, such as genre.
Secondly, LGA-UI slightly outperforms UI-CF in Fig. 4 since they use similar user-item
features. By adding text and visual features individually, LGA-Text and LGA-Visual both
achieve better results compared with LGA-UI. Furthermore, LGA-Text shows better results
than LGA-Visual, probably due to the similarity of keyframes extracted from micro-videos.
In our current implementation, we extract one key frame from each micro-video (the first
frame), and we will continue to investigate the visual feature in the future.
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Fig. 4 Accuracy@k: comparison of different algorithms
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4.4 Impact of latent genre

Tuning model parameters, such as the dimension of the high-level latent feature of micro-
videos described in Section 3.3.1, is critical to the performance of LGA model. Therefore,
we study the impact of the dimension of latent genre on our dataset in this section. In this
set of experiments, we test Accuracy@5 by varying the dimension of the latent genre from
5 to 50 with an interval 5. As shown in Fig. 6, we can see that with the dimension increasing
Accuracy@5 rises and keeps steady after the dimension reaches around 20. An interesting
finding is that the current genre of Vine (seven categories, including Animals, Art, Comedy,
Edits, Music&Dance, Sports, and Weird) cannot represent the genres of micro-videos effec-
tively for the recommendation. For example in Sports category, people who like basketball
may not be interested in football. Therefore, the dimension of the latent genre is tuned to
20.

Moreover, we conduct another set of experiments to verify the effectiveness and the
efficiency of our LGA model compared with a fully concatenating neural network. In the
fully concatenating neural network, the textual and the visual features are fed into the neu-
tral network directly with their original dimensions that are 256 and 4096 respectively.
Compared with the fully concatenating neural network model, Accuracy@k of the LGA
model is 0.009 lower. However, the time of training fully concatenating neural network
model requires around 28971 seconds while that of the LGA model is 19158 seconds.
Therefore, the LGA model significantly improves the efficiency of training time around
33.9%.

Fig. 6 Impact of dimension of
latent genre
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5 Conclusion

In this paper, we tackle the micro-video recommendation problem with a novel deep neu-
ral recommendation model that takes multi-modal information as input. We also exploit
the latent integration of micro-video features as well as user and item. A latent genre
aware recommendation is proposed to learn the ranking model from the output scores of
multi-modal features by simultaneously learning the latent genres of micro-videos and the
optimal recommendation scores. Experiments on real-world micro-video dataset demon-
strate the superior performance regarding both effectiveness and efficiency of our proposed
model.
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