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Abstract Augmented reality (AR) technology is changing the way we interact with the
world by making the journey seamless and interactive. This is done by layering digital
enhancements over an existing reality or real life scenario. However, employing AR tech-
nologies in wayfinding and navigation does not automatically bring positive experiences.
We argue that tracking techniques are important in mobile AR navigation and fundamen-
tally affect the quality of user experience. In this paper, we propose two different tourist
AR applications based on different tracking techniques. In addition to the analysis of the
applications, we conducted a user evaluation to study the effect of different AR tracking
techniques on the performance of users and the quality of user experience.

Keywords Augmented reality · Mobile navigation · AR tracking · User experience ·
Quality of user experience

1 Introduction

With the advent of Augmented Reality (AR), which makes it possible to create a composite
view rooted in both real and virtual worlds, it is not strange to see people interacting with
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things that are not part of the real world. AR is defined as a technology that allows the
superimposition of computer-generated multimedia on a user’s view of the real world [1].
Such data seems to co-exist with the real world and provides additional knowledge about
the environment [10]. AR games like Niantic’s Pokemon Go,1 which gives players a reason
to go out into the real world to catch virtual Pokemon, have quickly attracted widespread
attention. This technology has considerable potential in the mainstream consumer space, in
applications such as gaming [45, 55], health [22], and marketing [44, 46].

According to [52], tourism and travel are the most popular AR applications after games
and entertainment. The emergence of mobile devices that bring together all the necessary
technologies to sense the environment (such as GPS, compass and gyroscope) and tech-
nologies to render multimedia (such as 3D graphics, video, images and text) have made it
possible for AR to enter the mass tourism market [29, 48]. AR mobile applications have
changed the way people can experience a destination. These applications have the poten-
tial to increase awareness of one’s immediate unknown surroundings [6] by providing a
large amount of relevant information about points of interest (POIs) in a convenient and
seamless way, as compared to conventional online search travel guides [31]. Much previous
research has shown the potential of using AR to guide people in unfamiliar places through
information augmented on real data. Finding points of interest, navigation, and receiving
information about POIs are the most widely used features in mobile tourism applications
[12]. Such applications not only reduce the mental effort required to navigate and dis-
cover unknown environments, but also provide travelers with complementary multimedia
information about their surroundings.

As discussed in [57], employing AR technologies in wayfinding and navigation applica-
tions does not automatically bring positive experiences. Although the potential of AR has
been shown in many previous studies, effective and usable AR application design is still in
its infancy [9]. There are issues related to the design of AR applications and adaptation of
this technology in mobile applications. One important issue is AR tracking, which funda-
mentally affects how users interact with the application. By tracking we mean the method
of identifying a user’s location and orientation in order to properly align virtual objects to
the real world environment. This process of locating a user in an environment is critical to
the accuracy of AR applications. The lack of wide adoption by the general public [39] is
another important issue, as some people still prefer traditional forms of information such as
paper-based maps and guidebooks.

In this paper, we study how different AR tracking techniques affect the quality of user
experience in wayfinding. More specifically, we compare the effects of using location-
based and marker-based AR on the performance and user acceptance of AR applications.
In location-based AR, tracking and sensing of the environment is performed through geo-
location information (e.g., GPS and compass data), while in marker-based AR, easily
detectable predefined signs in the environment are used as specific labels to decide what
information must be augmented on real data. We implemented a prototype of location-based
augmented reality (LAR) and a prototype of marker-based augmented reality (MAR). We
propose novel manual and automatic techniques to configure AR data based on the loca-
tion of a user. To evaluate, we investigate how the tracking method affects the quality of
user experience in visiting points of interest in TIAU (the main campus of Tabriz Islamic
Art University, which is a historical site). To the best of our knowledge, this the first study

1www.pokemongo.com

www.pokemongo.com


Multimed Tools Appl (2018) 77:11635–11668 11637

to evaluate the quality of user experience from an AR tracking technique point of view. In
summary, the contributions of this paper are:

– Proposing user-friendly and informative location-based and marker-based AR applica-
tions for wayfinding.

– Developing novel techniques for manual and automatic configuration of POIs based on
the clustering of these points in a walkable area.

– Directly observing tourists’ interactions with our prototypes to study how the AR track-
ing technique affects user performance, measured in terms of errors in finding points
of interest and time required to do so.

– Conducting a field experiment to study the effect of different AR tracking techniques
on the quality of user experience.

2 Related work

In this section, we review previous research on AR navigation systems to indicate how our
work contributes to the state-of-the-art. We review both outdoor and indoor navigation apps
considering commercial and open source frameworks and applications.

2.1 Outdoor AR navigation apps

City Lens,2 WAM,3 ARNav Geocaching,4 Layar,5 and Wikitude Navigation6 are among
commercial apps for AR navigation. City Lens employs the camera of a mobile device to
show nearby POIs, as well as information about them in AR style. Features of City Line
include setting the line of site, storing favorite searches, and the ability to use the applica-
tion in both portrait and landscape. This application also allows a user to select a category
(e.g., food) to avoid showing unrelated items when looking for a particular item. WAM
(World around me) is another AR Navigation app that adds useful information (e.g., names
of places, ratings and distance) to all the places around a user. Features of this application
include the ability to rank places, issue voice commands, and represent direction to POIs.
ARNav Geocaching is an Android outdoor game app that shows directions in AR mode.
This application makes it possible to select a search category to avoid cluttering screens full
of POI tags. Layar combines visual cues captured by the camera with GPS information and
compass to determine the location and the orientation of the mobile device. This informa-
tion is used to overlay POIs on top of the picture coming from the camera. A commercial
product, Wikitude Navigation, is a GPS-based guidance application that is integrated with
around 7000 individual content providers to inform users of their surroundings. Radio Fre-
quency Identification (RFID) is also used in AR navigation apps. In [8], an audio message
is activated once an RFID tag embedded in a footpath is identified. The main problem of
using RFID tags is delay incurred in identify tags. In [54], RFID tags enhanced with spa-
tial coordinates are used to describe the pre-defined surroundings. The system proposed in

2http://betalabs.nokia.com/trials/nokia-citylens-for-windows-phone
3http://worldaroundmeapp.com/
4http://arnav.eu/products-services/
5http://worldaroundmeapp.com/
6http://www.wikitude.com/

http://betalabs.nokia.com/trials/nokia-citylens-for-windows-phone
http://worldaroundmeapp.com/
http://arnav.eu/products-services/
http://worldaroundmeapp.com/
http://www.wikitude.com/
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[15] determines whether a POI is inside the field of view, independent of the rotation of the
device. Nokia’s MARA project [16] is an outdoor mobile AR application that employs a
GPS and an inertial sensor to provide location and orientation.

2.2 Indoor AR navigation apps

The IZat system from Qualcomm7 is an indoor navigation and positioning system that
employs Wi-Fi based calculations to localize devices. Google Indoor Maps8 uses an indoor
navigation algorithm that exploits Wi-Fi access points and mobile towers to determine the
location of a user. Place Lab [33] is a research prototype using radio beacons, information
about beacon locations and clients, to estimate their location. NAVVIS9 is an indoor posi-
tioning system that works based on a large database of images of indoor places. Pictures
taken by a user from his surroundings are compared with these images to determine the
location and the orientation of a user. In InfSoft,10 Wi-Fi, Bluetooth and GPS information
are used to localize objects. This information is used to present navigational information in
AR style. In Theodolite,11 compass, GPS, map, photo/movie camera, rangefinder, and two-
axis inclinometer information are combined to determine the location and the orientation
of a user. In the viewfinder of this application, information about position, altitude, bear-
ing, range, and inclination are shown on the live camera. In [50], local descriptors are used
to recognize and track object placement. This is performed by extracting features from a
video frame and then matching them against existing features. Image matching is also used
in [56] to determine the location of a user. Image retrieval algorithms based on robust local
descriptors are used by [51] to locate the user in AR Navigation. In this system, captured
images are matched against a database of highly relevant features. In PhoneGuide [4], a
neural network is trained to recognize colors employed as a museum guide.

2.3 Presenting navigation information

Maps have a long tradition in navigation apps. Unlike AR navigation apps, the problem
with text-based navigation information is the difficulty of reading text while walking. In [2],
a system is proposed that combines textual instructions, maps and geo-tagged photos for
navigation. In [21] geo-tagged photos are augmented with 2D directional arrows. However,
as discussed in [42], this system suffers from mismatching photos to the real environment.
Similar to our work, they proposed a system that renders several views of augmented images
of landmarks with 3D directional arrows. In [23], a system is proposed that augments maps
with street scene photographs. According to [36], participants prefer an AR view to a map
view. Using eye tracking technology, they found that the AR view is mainly used at complex
decision points (before and after road intersections). In [25], the potential of haptic-enabled
navigation applications in comparison to visual and audio-based applications is studied.
They showed that, although elderly people may benefit from audio navigation, this system
has several shortcomings as it relies too much on street names. In the Navig system [30],
visually impaired people are guided through semantic audio rendering. AR view is also used

7https://www.qualcomm.com/products/izat
8https://www.google.com/maps/about/partners/indoormaps/
9http://www.navvis.com/
10https://www.infsoft.com/
11http://hrtapps.com/theodolite/

https://www.qualcomm.com/products/izat
https://www.google.com/maps/about/partners/indoormaps/
http://www.navvis.com/
https://www.infsoft.com/
http://hrtapps.com/theodolite/


Multimed Tools Appl (2018) 77:11635–11668 11639

in Navigation apps to guide elderly people in wayfinding, in which physical information
from objects are transformed into an AR view [20]. The findings of [14] show the advan-
tages of representing three-dimensional virtual objects in a realistic environment to improve
the wayfinding process of patients. Unlike NAVVIS and InfSoft, which just show arrows
on the screen to help navigation, our prototypes overlays POIs on the live camera based on
user’s context. Our prototypes also provide a rich user experience through a user friendly
interactivity with virtual objects on AR view.

A comparative table highlighting the organization of existing approaches for AR navi-
gation is shown in Table 1. Summarizing previous work in navigation apps, it is not clear
which tracking parameters affect navigation performance and user experience. Although
subjective rating for maps is typically better, recent studies have shown promising results
for AR and photograph-based navigation [19]. On the other hand, navigation performance
in an auditory mode is not well considered by users.

3 Marker-based vs. location-based AR

In terms of tracking and sensing the environment to decide what information to aug-
ment, mobile AR applications are classified into location-based and marker-based [27].
Location-based AR (a.k.a, marker-less or position-based AR) is generally used in outdoor
environments, where compass, accelerometer, and GPS data are used to identify the location
of a user. Then, based on this geo-location data, corresponding multimedia information is
retrieved and rendered over the camera view. In location-based AR applications in the field
of tourism, users are able to explore their surroundings by adding new layers of synthesized
data to reality. Arusma,12 and Layar13 are examples of location-based AR applications that
employ geo-location information to recognize the surrounding environment and augment
information on real images captured from the camera without the need to scan target images.
In contrast, marker-based AR is generally used indoors, where easily detectable and prede-
fined signs in the environment are used as specific labels to register the position of data that
is augmented [7, 34]. In this technique, the marker can be an image, where the image recog-
nition algorithms compute the rotation and translation of the image detected in relation to
the camera of the smartphone. This indicates where to augment the multimedia data.

In addition to target images used as markers in marker-based AR, 3D object tracking
techniques may also be used. Such systems rely on natural features instead of fiducial
marks. For example, [37] employed a descriptor of the line segment feature in 3D objects
to compute the camera pose estimation. However, due to the complexity of tracking,
which compromises accuracy, this tracking technique is not widely used. In some hybrid
approaches, such as [35], computer vision techniques are used to improve accuracy in
identifying POIs. In particular, GPS and compass data are integrated with the spatial rela-
tion between the reference images and the POIs, assisting and correcting the GPS data. In
[43], several tracking sensors, including edge-based tracker, gyroscope and measurements
of gravity and magnetic field were integrated. Although hybrid tracking techniques are
reported as robust and accurate, they are expensive and require complex computations.

In terms of interaction, location-based AR provides a more interactive and dynamic expe-
rience than marker-based AR, which depends on a certain label and restricts the movement

12http://www.aurasma.com
13https://www.layar.com

http://www.aurasma.com
https://www.layar.com
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Table 1 A comparative table highlighting the organization of existing approaches for AR navigation

AR Representation Finding locations Specific Features

City Lens POI tags, Information about Mobile data / wifi Line of site for visible POIs,

POIs, Directions Storing favorite searches,

Both portrait and landscape

WAM Names of places, Ratings, GPS / wifi Rank places, Issue voice

Distance and directions commands, Search in

categories

ARNav Direction to POI, Turn-by- GPS and inertial sensors Record your track in GPX

Geocaching turn navigation route and later replay it

presented as virtual arrows

Layar Direction to POI, Favorite Compass, GPS and Compass in augmented

route direction markers reality mode

Wikitude Direction to POI, 3D models Image recognition and Integrated with content

Navigation in the augmented reality scene tracking technology providers to inform users

of their surroundings

RFID-based Voice is used to guide the Using RFID to activate The tags store location

system [8] users to navigate audio messages Delays information that is within a

to identify tags proximity range

Nokia’s Restaurants menu, a persons GPS and inertial Using RFID to describe the

MARA blog, historical information sensors pre-defined surroundings

about a building

IZat Show who and what are GPS, GLONASS, and Gives more directions & context

around you, whether you’re BeiDou satellites, Finding friends located in

indoors or out Wi-Fi Android’s Location settings

Google Zoom in to see the indoor wifi and mobile towers Search within the building,

Indoor floor plan of a building Easily recognizable symbols

Maps represent different POIs

Place Lab POI tags, Information about Radio beacons, information Cell phones estimate their

[33] POIs, direction to POI about beacon locations position by listening for

the cell IDs of radio beacons

NAVVIS POI tags Information about Large database of images Indoor navigation without Wifi

POIs, direction to POI of indoor places or beacons Access your data on

any device

InfSoft POI tags, Information about Bluetooth beacons for Special hardware for indoor

POIs direction to POI indoor positioning tracking

Camera -POI tags, Information about Identifying local The system can handle scenes

tracking POIs direction to POI descriptors matching with moving elements, occlusions

[50] them against features and illumination changes

Camera A directional arrow to display Determining landmarks Uses the location estimate to

pose [21] dynamic information of and matching them select the search area in the

surroundings floor plan

Navig The system integrates an Combining satellite, Optimize performance for

system adapts geographic information image, and other visually impaired users

[30] system sensor information
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Table 1 (continued)

AR Representation Finding locations Specific Features

MAR POI tags and Information Uses markers to indicate Can be used indoor and outdoor

about POIs as well as locations and the Separate AR view and

directions directions Map view

LAR POI tags and Information GPS, compass, Used indoor and Uses automatic

about POIs as well as accelerometer, clustering of POIs to determine

directions gyroscope what is be augmented

of the user [34, 41]. However, various difficulties have hindered the full exploitation of
the potential of location-based approach. First, as discussed in [26], marker-less AR is
resource-intensive, as it pulls power on the mobile devices. This is due to the fact that
using tracking sensors, including GPS compass and accelerometer, is expensive [27]. Sec-
ond, location-based AR is limited due to sensor accuracy. This can lead to poor alignment
of real and augmented objects with each other. For example, the wrong information may be
augmented on the images of two restaurants with different ratings that are located beside
each other. On the other hand, marker-based applications recognize objects more accurately.
As discussed in [28], marker-based capture systems are quite popular due to efficiency and
accuracy.

We argue that tracking is a major research issue in AR, and depending on the application
and the field of use, different tracking techniques might be more appropriate. The focus
of this research is to study how different AR tracking techniques might affect the user
performance and experience in the field of tourism.

4 Theoretical background and hypotheses

User experience (UX) is the experience a product creates for those who use it. According to
the ISO’s definition [24], UX focuses on a person’s perception and the responses resulting
from the use of a product or service. Accordingly, the quality of experience is a measure of
a user’s experiences with a product or service

Different factors affect the quality of user experience using AR applications; among
these we focus on interaction between users and physical environments. In the AR literature,
this issue has been studied in terms of “Presence” [3], “Sense of Place” [5] and “Situation
Awareness” [13]. In this section, we elaborate these concepts and discuss how they affect
the overall user experience. In AR applications, tracking technique is an important issue in
mobile AR navigation that fundamentally affects all of these parameters.

In digital tourism, the purpose of AR is mixing the real world with digital content to
enhance the experience of visitors [3]. A critical question for AR in the field of tourism
and navigation is “Can AR technology result in feeling more presence in experiencing a
place?” If we answer this question according to the definition of presence by Lombard
and Ditton (1997), which is “disappearance of mediation” or “perceptual illusion of non-
mediation”, any technology is a barrier, and achieving presence requires removing the sense
that technology mediates the experience. However, according to several researchers, AR has
been able to increase user satisfaction. We argue this is due to the fact that AR is able to
add layers of information to enhance experiencing the place, where this information is not
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available in traditional experience. In other words, although AR requires mediation to see
the world, it enriches the information, resulting in a higher level of presence.

As discussed in [3], a system that anticipates the needs of users at run-time, but that does
not require a significant cognitive effort to perform the tasks, can increase the sense of pres-
ence. We argue that, by increasing the sense of presence, users can intuitively transform their
intentions to actions. This can increase user performance in executing the tasks. We argue
that LAR, by automatically representing relevant information regarding the context without
requiring the user to take any action, allows users to perform tasks more efficiently with
fewer errors. However, MAR requires manually scanning the markers without anticipating
the needs of users. As a result, MAR is expected to require more cognitive effort than LAR
to experience the environment. Consequently, we expect to achieve better performance to
perform navigation using the LAR tracking technique than using the MAR tracking tech-
nique. We argue this is due to the flexible and intuitive interaction between users and the
environment in LAR. Specifically, we posit hypotheses H1 and H2 in terms of performance
as follows:

H1: Participants will take less time to find and visit POIs using LAR than using MAR.
H2: Participants will make fewer errors in finding and visiting POIs using LAR than using

MAR.

Sense of place, which is defined as as the feelings of attachment that people develop
regarding a place [5], is also an important factor in increasing the quality of user experience
in visiting a location. To achieve this goal in our applications, coupling AR information
and the actual environment is crucial. We argue that, in the case of LAR, this coupling is
conducted in a flexible and interactive way, as there is no need to be in a specific location
to observe the AR information. Based on these foundations, we posit hypothesis H3:

H3: Participants will report a higher level of perceived quality of AR user experience using
LAR than using MAR.

The level of user acceptance and the use of technology strongly depends on the useful-
ness of the system being used. In spite of tremendous capabilities of mobile AR navigation
applications that define new forms of interaction between users and their surrounding envi-
ronment, some mobile AR applications have been criticized as “useless” [40]. Although
much research has addressed the technical and perceptual issues of mobile AR navigation,
“situation awareness” is not studied sufficiently. Understanding situation awareness in the
context of mobile AR-navigation can guide the design of mobile AR guidance applications.
In [13], “situation” is defined as “a set of environmental conditions and system states with
which the participant is interacting that can be characterized uniquely by a set of informa-
tion, knowledge, and response options” (p. 34). Accordingly, “awareness” in this context is
the information associated with a “situation” [13]. In the context of mobile AR navigation,
users explore and navigate to a destination by interacting with their surroundings. Situa-
tion Awareness theory can provide a framework for understanding the way people interact
with the environment that can help in designing mobile AR to assist users interactions. The
implications of considering situational awareness are effective interaction of users with the
surrounding environment and real-time representation of augmented data, both of which
directly affect the usefulness of a system. In terms of these parameters, LAR is expected to
be more successful as this method shows related computer-generated context once a user
reaches a specific location. Based on these foundations, we posit hypothesis H4 as follows:

H4: Participants will report a higher level of subjective acceptance and intention to use
the AR technology using LAR than using MAR.
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Fig. 1 Additional information describing a point of interest is augmented on the image captured by the
camera which is shown in a callout

Although the accuracy of GPS depends on many conditions such as ionospheric effects,
according to Official U.S. Government information about the Global Positioning System,14

in the worst case, this system can achieve accuracy of 7.8 meters at a 95% confidence
level. We argue this level of accuracy does not negatively affect our location based system
for two reasons. First, generally the average distance between POIs is considerably more
than this. For example, in the case of our experiments, the minimum point-to-point distance
between any two POIs is 36 meters and the average is 58 meters. Second, in our application,
the AR view works based on AR rules (expressions that states what information must be
augmented on the camera view given the current location and orientation of a user). Each
rule is assigned to an area (i.e. a cluster), which is triggered when a user stands in that area.
Since a user is assigned to a cluster based on her distance from the center of that cluster,
this level of accuracy does not negatively affect the overall accuracy of LAR.

5 Implementation and research methodology

We propose working prototypes of LAR andMARwayfinding applications. LAR andMAR
are two Android mobile applications that have exactly the same user interface with a differ-
ence in tracking technique. The primary goal of these applications is providing support for
the visual exploration of POIs. Using these applications, users can easily find POIs and gain
information about them. This is achieved through two important features. First, once looking
through the camera, POIs and complementary information regarding them are augmented
on top of the image captured from the camera (See Fig. 1). Second, the application directs
users to target POIs by providing visual signs, as illustrated in Fig. 2. This section describes
various features of MAR and LAR and provides scenarios of using these applications in the
field of tourism.

14http://www.gps.gov

http://www.gps.gov


11644 Multimed Tools Appl (2018) 77:11635–11668

Fig. 2 A 3D arrow representing the direction to a point of interest (Museum in this case) is augmented on
the image captured by the camera

5.1 User interface and interaction

Two main parts of the user interface are camera view and map view. The map view provides
a map of the current location, including walkable paths, buildings, and POIs marked on the
map. A user is able to filter and select POIs. On the other hand, the camera view shows the
image captured by the camera augmented with the titles of POIs. At any time, the complete
information about a POI is shown in the camera view. In the case of searching for a point
of interest, directions to that point are presented on the camera view. Map view and camera
view are shown simultaneously on the smartphone screen to provide overview and details at
the same time. However, users can hide either of these views to have more space for the other
view. In terms of interaction, this architecture supports users in following Shneidermans’s
advice which is “overview first, zoom and filter, then details on demand” [49].

5.1.1 Map view

The map view represents a network of paths a user can move and navigate by walking or
driving, and a set of POIs shown on them. The map view provides a “big picture” overview
of the current position, as well as the locations of POIs. Users are able to identify POIs they
are interested in visiting. The current position of the user and the direction in which a user
is heading are shown on the map view. POIs are selectable in this map, where the selected
POI starts to blink after selection. The map view, including all details, is shown in Fig. 3.
For the map view, one alternative option could be using Google Maps15 and corresponding
APIs. However, the level of detail is not the same in all places around the world. In our case,
TIAU campus is shown as a brown area on the Google Maps, and there is no information
about the buildings and walkable areas. For this reason, we implemented our own map view
of this campus.

15https://maps.google.com

https://maps.google.com
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Fig. 3 An snapshot of map view representing POIs and their locations on the map

Visual encoding Numerous studies in the field of information visualization have shown
that good color coding is an effective way to reduce visual search time. In our prototypes,
colors are selected by following the opponent process theory of colors [18]. According to
this theory, red vs. green, blue vs. yellow and black vs. white are three opponent channels,
where the human visual processing system can easily differentiate between colors in each
channel in comparison to other color pairs. Based on this theory, yellowish colors are used
as a background of the map view, while POIs are shown in blue. Selected POIs are shown in
pale blue while unselected POIs are shown in dark blue. The titles of POIs are shown near
each POI position on the map. The size of the font of titles is compatible with the zooming
scale. However, there is a limit for maximum and minimum font sizes to prevent extremely
large or small text on the screen. In the case of LAR, an icon is added to indicate if the GPS
and compass sensors are active. This helps to decrease confusion and improve the usability
of the application.

Interaction Interaction is an important element of any visualized mobile application. Min-
imizing cognitive overload is a key factor in interacting with mobile tourism applications. In
LAR, when a tourist is moving the application automatically provides updated and relevant
content regarding the geo-location information of the users. LAR and MAR allow users to
interact with the system to gain required information. Map view allows conventional map
navigation features, including panning and zooming. This way, a user is able to explore the
overview of the environment to find the POIs. Zooming is available only in five predefined
scales.

Users have three options to select a POI to discover. As an intuitive action, users can
select a POI on the map by simply clicking on the POI on the map. This way, the color of
selected POI turns from dark blue to pale blue. The drawback of this method is that only
nearby POIs which are visible on the map are selectable. To address the problem, two other
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options are provided for the users. First, by tapping on the top of the map view, a search
box appears allowing a user to search for a POI. This way users can look for a POI that is
not currently on the map view. Second, users can select the POI from the list of POIs sorted
alphabetically or based on the minimum distance to the current location of the user. These
two options allow exploring and finding POIs that are not currently visible in the map view.

5.1.2 Camera view

The camera view is the AR view of our prototypes in which synthesized data in from vari-
ous multimedia is shown on the image captured by the camera. The goal of the camera view
is mixing real and virtual information to enhance the perception of a user from the current
location and POIs. In LAR, which is activated and tracked using geo-location data, once the
smartphone is held in front of a POI, the title of that POI is shown in the screen (See Fig. 4).
If needed, a user can tap on the information icon near the title of the POI to see comple-
mentary information regarding this POI including description, a slide show of photos, or a
video (See Fig. 5). Another important feature of the camera view is showing the direction to
the selected POI using 3D visual signs and arrows augmented on the captured image (See
Fig. 6). In LAR, by turning the device to different directions, the visual signs are changed
according to the compass data received from the device. In addition, the distance to a final
POI is shown nearby the visual signs. Drawing the visual signs that begin from the bottom
of the screen and ends at the middle of the screen, provides a good sense of the direction a
user should move in to reach the destination. By default, directions from the current position
to the closest POI is shown in the camera view once the show navigation option is activated.

Visual encoding In the camera view, the size of text is used to encode the distance between
the current location of a user and the point of interest the user sees through the camera
view (See Fig. 4). In particular, closer POIs are shown with larger fonts than those that are
located further away. This method provides a sense of how far the user is from the selected
POI tagged in the camera view. Within the camera view, where the title of POIs are shown
on the image captured by camera, different font colors are used to show the title of POIs.

Fig. 4 Points of interest (POIs) are tagged on the camera view when looking at them through the camera of
the device
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Fig. 5 The description and a slide show of photos of a POI are shown on the screen once tapping on the
information icon of the POI

However, to avoid confusion in finding directions, the same pink color is used for visual
signs no matter how far is the selected POI. For the same reason, there is no zooming option
in the camera view.

Interaction In LAR, when a user points the device towards POIs, additional virtual infor-
mation is overlaid on top of the real-world camera view through virtual tags. By tapping on
the POI tags on the screen, a short text describing the POI is shown in a callout with a light
background. In addition, depending on the data available for the POI, a slide show of pho-
tos, a video, or a 3D model is shown near the text information. Displaying multimedia data

Fig. 6 A 3D arrow representing the direction to a point of interest (Museum) is augmented on the image
captured by the camera
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explaining the details of a POI provides a better perception of the point of interest. Tapping
on a POI on the camera view also selects the current POI. Then, a user can select navigate
button to show the direction to that POI.

5.2 Architecture

In MAR, once the scanned marker is recognized, since the location of the marker is known,
the current position of the user on the map view is identified. In addition, since the camera
directly points towards a marker, we know in which direction the user is facing. However,
for LAR, GPS data must be captured to indicate the current position of the user. In addition,
compass data must be retrieved to determine the direction in which the user is heading. This
information is crucial in determining what multimedia must be represented. In practice, a
user may stand in any point in the walkable area and look to his surrounding from any
viewing angle. As a result, the system must be able to indicate what POIs can be seen in
each position. Due to the large number of possible positions, we must find a way to handle
this large space of points. We propose and use manual and automatic techniques to reduce
the large space of points, as elaborated in the following.

5.2.1 Manual configuration

In the manual configuration, hypothetical paths in the walkable area that form a network
(graph) of paths are created (See Fig. 7). The idea behind this technique is to assigning any
point in the walkable area to the closest edge in the path graph. An edge in this graph rep-
resents an area where, from any point on this edge, POIs can be seen from almost the same
viewing angles. Ideally, different viewing angles must be set to each point in the walkable
area. However, this edge mapping technique makes it possible to handle the complexity of
unlimited points in the walkable area.

In this technique, the position of the user on the walkable path is mapped to one of the
edges in this graph at runtime, independent of the distance from this point to existing POIs.
The walkable path network, is a graph denoted G = (N,E). In this graph, N is a set of
predefined nodes, where each node is a geographical point for which GPS data is already

Fig. 7 The network of walkable
paths for the TIAU campus based
on the 2D map of this campus
including all nodes and edges
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known. E is a set of edges between these nodes, where each edge represents a walkable
path between two points. Working on a 2D map, each point p is a pair p(i, j), where i is
the latitude, and j is the longitude.

In MAR, the target image indicates what information must be shown on the camera
view. However, in LAR, the position of a user as well as the direction this user is fac-
ing (i.e., measured in terms of the deviation angle from north) indicates what to show.
In the latter case, this can be defined in terms of a set of AR rules. An AR rule is an
expression that states what information must be augmented on the camera view given the
current location of a user and the direction this user is facing. However, because of the
large space of possible combinations of points, and facing angles, it is not practical to to
assign a rule for each combination of (latitude, longitude) and facing angles. To address
this problem, we used an Edge map function to reduce the large space of points defined as
follows:

Definition 1 (Edge Map Function) An edge map function is a function that maps a point
p(i, j) to the closest edge in the network of walkable paths, denoted:

Edge(p(i, j)) = argminei∈Edistance(ei, p(i, j))

In this definition, the minimum distance is acceptable only when it is less than a prede-
fined threshold (distance(ei, p(i, j)) < t). Otherwise, p(i, j) is not assigned to an edge.
Figure 8 shows an example of how a point in different position is mapped to an edge in the
walkable path network.

Another simplification technique we used is that, instead of stating an AR rule for any
deviation angle, a rule is stated for a range of angles. This is a reasonable assumption since a
small change in the deviation angle does not affect what information to show. For example,
standing in a road in front of a building, after a small change in the deviation angle (e.g.,
between -20 and 20 degrees), we are still looking the same building, and the title of that
building must be shown on the screen. We argue this technique not only simplifies the data
entry process, but also improves the performance of the application.

Definition 2 (Tag Show Rule) A tag show rule is a quadruple (ei, min ang, max ang, L)

representing what POIs L must be shown on the screen if the corresponding edge of the
current position of the use is ei and deviation angle from North is between min ang and
max ang degrees.

Fig. 8 Given the network of walkable paths (including 4 nodes and three edges in this figure, theEdge map
function maps any point in the yellow section to e1, any point in the blue section to e2, and any point in the
red section to e3
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We define PI = {l1, ..., lk} as a finite set of all POIs, where each li ∈ PI has a title,
position p(i, j), description, and a set of images or videos. T SR is denoted the finite set of
all tag show rules in the system.

Definition 3 (Navigation Show Rule) A navigation show rule is a quadruple (ei, min ang,

max ang, S) representing what navigation signs S must be shown on the screen, if the
corresponding edge of the current position of the use is ei , and deviation angle from the
north direction is min ang and max ang degrees.

Navigation signs SN = {s1, ..., sn} are a finite set of 3D arrows used to guide a user
depending the current position of the user and the direction the user is heading. NSR is the
finite set of all navigation show rules in the system.

We define T ags as an AR functions indicating what POIs must be tagged in the camera
view given the current position of the users and existing tag show rules.

T ags(p(i, j), a, tr) = {li ∈ PI |∃r ∈ T SR, Edge(p(i, j)) = ei, r.min ang) < a

< r.max ang, dist (p(i, j), li ) < tr}
In the T ags function that represents the main functionality of our prototypes, p(i, j) is

the current position of the user, a is the deviation angle of the user from North, and tr is the
maximum threshold distance between the user and the point of interest that can be shown.

We also define Navs as an AR function indicating what navigation signs must be aug-
mented on the camera view given the current position of the users as well as existing
navigation show rules.

Navs(p(i, j), a) = {ns ∈ NS|∃r ∈ NSR, Edge(p(i, j)) = ei, r.min ang(r) < h

< r.max ang}
Manually forming the graph of paths including different edges and then defining tag

show rules by manually assigning visible POIs from each edge is a time consuming process
that may hinder the application of this technique in practice. In the prototype we propose,
these rules are manually created for a small historic site, while it might be impossible to
perform this process manually for a large area. This issue becomes even more problematic
when the person who manually creates tag show rules must take into account more than one
POI. To address this problem, we propose a clustering based technique which is elaborated
in the following.

5.2.2 Clustering based configuration

To address the problem of manually creating the network of walkable paths, as well as tag
show rules, we propose an alternative solution based on clustering. In this technique, the
walkable area is partitioned automatically to different areas (clusters), where the same tag
show rules are assigned to each cluster. In this technique, instead of mapping the position
of a user to an edge in the path graph, the position of the user indicates to which cluster it
belongs. Consequently, the tag show rules of that cluster are extracted and applied for the
user in that position.

In comparison to the edge map function, clustering the walkable area is performed auto-
matically, so it can take into account any number of POIs. We use the k-means algorithm
for clustering the points of a walkable area. Defining a proper distance function to measure
the difference between points is crucial to form the clusters in this algorithm. We parti-
tioned the walkable area into squares one square meter in size, where the collection of these
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Fig. 9 Given two points A and B, and the hypothetical rectangle around the point of interest (p),
is the overlap between the viewing angle of p from A and B

squares are the items that are clustered. In the clustering algorithm, each point was assigned
to a cluster centroid that yields the least within cluster sum of squares. In the standard k-
means algorithm, the euclidean distance function is used to measure the distance between
points. However, in our technique, we had to use a different distance function that takes into
account the overlap between viewing angles for a point of interest from two points.

Given a point of interest (p) in Fig. 9, and two points A and B, the distance between A

and B is computed as:

In this formula, d(A, B, p) is a distance between two points A and B given a single point
of interest I . In the case of more than one point of interest, we need to find the accumulative
distance, which we define as:

dist (A, B, P ) =
∑

pi∈P

d(A, B, pi)/|P |

where P is a set of all POIs. In order to simplify the shape of the POIs to find the overlap
angles, we assume there is a hypothetical rectangle around any arbitrary shaped point of
interest pi ∈ P . This way, we simplify determining the minimum and maximum viewing
angles. In particular, to compute max and min viewing angles for a given point of interest, all
intersection between the lines from that point to all corners of that rectangle are calculated.
Given two points p1 = (x1, y1) and p2 = (x2, y2) , the angle between the horizontal line
and the line passing these points is calculated as:

atan2(y2 − y1)/(x2 − x1)

Using the k-means clustering algorithm and the distance function (dist), we cluster the
collection of points in the walkable area. Determining the number of clusters is a challenging
issue in clustering that might significantly affect the application of this technique. To show
the effect of the number of clusters and the number of POIs on clustering, we performed a
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set of experiments. The visual representations of the clusters for 1, 2 and 3 POIs for 10, 20
and 30 clusters are shown in Figs. 10, 11 and 12.

To find the appropriate number of clusters as an input to our clustering algorithm, we
performed a set of experiments to tune the number of clusters based on the different POIs.
To this end, we need a measure to evaluate the quality of the clustering regarding the number
of clusters. Since any point in the cluster is finally assigned to the centroid of that cluster,
we measure accuracy of a cluster as an average distance between any points in that cluster
from the centroid of that cluster.

AvgError(C) =
∑

ci∈C

∑

pi∈P

dist (pi, o)/|P |

where C is the collection of all clusters. P is the collection of all points in ci , and o is the
centroid of the cluster ci . To avoid screen cluttering because of a large number of POI tags
on the screen, we limited the maximum number of POIs that can be shown on the screen
to 4 points. Given 1, 2, and 4 POIs, we varied the number of clusters from 5 to 50, and we
measured the accuracy of clustering based on AvgError (Figs. 13 and 14).

One might argue real time computing minimum and maximum viewing angles and
dynamically indicating visible POIs would be more accurate than assigning any points in
the cluster to the viewing angles of the centroid point. Although this is possible, it is not
viable due to heavy processing that must consider all POIs. The advantage of the clustering
technique is that all computations are done off-line, while at runtime only corresponding
rules are extracted from a hash table based on the position of the user.

5.3 Implementation

Developing AR rules (including tag show rules and navigation show rules), as well as imple-
menting T ags and Navs functions, has been performed in the implementation phase. LAR
is an android application implemented in Java using off the shelf libraries including the
Ketai library to capture sensor data such as GPS data and compass data. This prototype
was developed in Processing, one of the powerful tools based on Java extended with many
information visualization libraries. We also used the video libraries of Processing to pro-
cess images captured by the camera. We employed the Qualcomm Vuforia module in the
Unity game engine to develop MAR. This module was selected to implement MAR because
it offers the option of using a wide varuety of customized markers. MAR and LAR have
exactly the same user interface. Once either MAR or LAR is launched, the same window,
including map view and camera view, is shown on the screen. Geo-locations of landmarks
as well as nodes in the network of walkable paths were retrieved manually from http://www.
mapcoordinates.net by students recruited for this purpose. AI features were implemented
using behavior trees [47].

In the case of MAR, markers used for tracking play an important role in engaging users.
Assigning appropriate images can improve the communication process. Instead of using
binary black and white markers, a graphic artist was recruited to design attractive and infor-
mative markers based on the features of POIs. We argue using such graphic metaphors helps
users to better understand the interface, functions and interactions. The logo of our applica-
tion is placed on the top left corner of the markers representing that these are AR traceable
markers. Markers were tested with different graphical features to ensure robust webcam
recognition by the AR application. A total of 38 markers were installed in different places
in TIAU campus. The locations of the markers were selected in a way that covers directions
to all POIs from all edges in the network of walkable paths.

http://www.mapcoordinates.net
http://www.mapcoordinates.net
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Fig. 10 Visual representation of
clusters in single POI for 10, 20
and 30 clusters
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Fig. 11 Visual representation of
clusters in 2 POIs for 10, 20 and
30 clusters



Multimed Tools Appl (2018) 77:11635–11668 11655

Fig. 12 Visual representation of
clusters in 4 POIs for 10, 20 and
30 clusters
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Fig. 13 Additional information describing a point of interest is augmented on the image captured by the
camera which is shown in a callout

As discussed in [31], AR applications are prone to the occlusion problem. That is, some
contents may visually cover the AR content that is being displayed. This may result in
losing some valuable information. In the camera view, the titles of POIs are augmented on
the real data. It is possible that the titles of POIs cover each other when they are in the
same direction. To avoid this, similar to what has been done in CorfuAR [32], we filter the
number of POIs that can be shown on the camera view based on their distance from the
current location. This a reasonable decision, as the intent of the camera view is not to show
all POIs in the camera view. Generally, users are interested to see what is nearby, rather than
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Fig. 14 A 3D arrow representing the direction to a point of interest (Museum in this case) is augmented on
the image captured by the camera
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see all POIs in one view. Although this method reduces the probability of occlusion, it is
still possible that that POIs in the same direction are shown on each other. To address this
problem, we first select the subset of POIs filtered based on their distance and sort them.
After drawing the closest POIs, the area used to draw this POI is marked as reserved. Then,
the location of the next item on the camera view is indicated. If there is an intersection
between this area and the area already marked as reserved, up and left, up and right, down
and left, or down and right shifts are randomly performed on the display location of POIs
until there is no intersection between drawing areas.

In the case of online architecture, the information augmented on the real data is fetched
from the server once the tracking sensor decides what must be shown. Although this can
add flexibility to keep the content updated and also help in managing the application, there
are a few major issues that hinder the application of this approach. First, not all locations
in the cities are covered by Internet networks. Moreover, data transfer can be considerable
especially for large multimedia content. Offline applications are a viable solution to address
these problems. The LAR and MAR prototypes proposed in this paper are offline appli-
cations in which multimedia contents augmented on real data are already available in the
application on the mobile device.

6 User evaluation

The goal of user evaluation is to measure quantitative and qualitative data related to using
different AR tracking in tourism applications. According to [11], AR applications must be
evaluated based on performance (examining the user task performance within AR appli-
cations), perception (understanding how human perception and cognition operate in AR
contexts) and usability (identifying issues related to system usability). In this paper, we
measure time to task completion and error counts as quantitative measures to evaluate task
performance. In terms of perception, we measure expected quality of user experience of
AR based on the technique proposed in [38]. To evaluate usability, we measure acceptance
and use of technology in a consumer context using UTAUT2 proposed in [53]. Through this
evaluation, we aim to find how the tracking technique affects mobile AR-navigation.

6.1 Study design

A user evaluation in a real tourist navigation setting was designed to study our prototypes.
Since the main goal of the prototypes is helping users to navigate and find POIs, the task
of finding three given POIs and physically visiting them was devised to be performed by
the participants. Independent variables in this study are the type of tracking system (LAR:
Location-based Augmented Reality, and MAR: Marker-based Augmented Reality) and the
number of existing POIs in the site. The goal of considering the type of system as an
independent variable was to determine if the tracking type has an effect on performance,
perception and usability measures. The number of POIs corresponds to the complexity of
the task as finding a given POI will be more difficult as the number of POIs in the site
increases. We varied the number of existing POIs,choosing levels of 10, 25 and 50. Note
that the number of POIs to be found by the participants remained constant (i.e., 3 POIs).

To address the potential learning effect, we used a between-subjects design, where each
participant was assigned to only one of the groups. This way, we removed the order in which
users work with different systems as a potential confound. More specifically, according to
our grouping policy, 6 groups (based on the type of system × the complexity of task), were
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formed with 15 participants in each group. Considering a 5-minute introductory session to
explain the experiment and trying the prototypes, the average time of experiment for each
user was 25 minutes. Participants were told to finish their given tasks in 15-20 minutes, and
91% of visitors finished their visits within this constraint.

TIAU campus was selected as a case study to evaluate the effectiveness of the proposed
prototypes and to compare the effect of different tracking techniques on the quality of user
experience. This campus is a historical site with an area of 36,000 square meters. The build-
ings in this campus are part of an old leather factory which was renovated as a university
campus. Many landmarks and POIs are located on the campus, attracting many tourists to
visit.

To eliminate the type of device on which the application is used as an independent vari-
able, we asked participants to use our device. We used Huawei Honor 3, with body size of
(5.24 × 2.65 × 0.39 inches), screen size of 4.7 inches, and resolution of 720× 1280 pixels.
The study started after obtaining informed consent from participants. A pre-study question-
naire was filled by each participant to measure educational level of participants and prior
experience with AR. To make sure all participants were familiar with the concept of AR,
a brief overview of AR and an instruction to use MAR and LAR were provided. Because
of the between-subjects design of the research, each participant used only one of the pro-
totypes (LAR or MAR). Consequently, each participant was introduced to only one of the
prototypes at the beginning of the study.

The details of the task were explained to the participants and we made sure they knew
what they were required to do. Users were asked to start the task from the same entrance
of the campus. Only questions about the instructions to use the app were answered during
each task. After task completion, participants completed a short questionnaire regarding
their confidence in the results they have obtained as well as the ease of completing the task.

6.2 Participants

A total of 90 individuals of different ages and diverse origins visiting the TIAU campus
were recruited to participate in the study. Standing in the main entrance of TIAU campus,
we asked visitors if they want to participate in the study. They were told the study conditions
and the duration of the experiment. The only preconditions to participating in the study were
having experience using smartphones and being a first time visitor to the TIAU campus.
The pre-study questionnaire verified a similar level of prior experience with AR. Among
participants, 13% were familiar with the concept of AR, while just two participants had
already experience of using AR applications. Sixty-five participants were male and 25 were
female. Ages varied between 15 and 54 years, however 75% of participants were young
adults aged between 20 and 34. Only 45% of the participants reported using mobile phones
for navigation. Although GoogleMaps is active in Iran, it is not as complete as the maps in
some other developed countries. We argue this issue is one of the reasons for the low rate of
using phones for mobile navigation in Iran. Based on the technology-related questions, most
participants can be considered highly technologically oriented. Participants were recruited
among public visitors visiting the historical campus of TIAU and those who were interested
in participating in the study. They were compensated with a visual book about Tabriz.

6.2.1 Performance

To measure the performance of prototypes, dependent variables were time to task com-
pletion, automatically measured by the application by tapping on the start button in the
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Fig. 15 The average time to task completion for finding three given POIs among different number of POIs
using MAR and LAR

beginning and the finish button at the end of the experiment, and error counts, that is finding
a wrong POI or not finding a POI. As a 2 × 3 between-subjects design (type of system ×
the complexity of task), each participant performed only one of the scenarios. The primary
analysis was to determine which tracking technique leads to better performance in terms
of time to task completion and error rates. We also aimed to verify whether the number of
existing POIs has an impact on the performance of participants.

Time to task completion The average time to task completion for each scenario is illus-
trated in Fig. 15. As shown in this figure, time to task completion for MAR is more than
LAR in all scenarios. In particular, on average the time to task completion for MAR was 4%
more for 10 POIs, 45% more for 25 POIs and 61% more for 50 POIs. Although the average
time to task completion for finding given POIs among different number of POIs using MAR
and LAR are shown in Figure 15, pair-wise comparison of time to task completion for the
devised task using ANOVA representing statistical confidence is also shown in Table 1. The
results show statistically significant difference between 25 POIs pair and 50 POIs pair, but
not for the 10 POI pair. As a result, we conclude that H1 (Participants will take less time to
find and visit POIs using LAR than using MAR) is supported for a large number of POIs.
That is, participants were able to perform the task faster when they used LAR than MAR to
find and visit given POIs among more than 25 POIs (Table 2).

In terms of time to task completion, we also measured the scalability of the prototypes. In
the case of LAR, using the time to completion with 10 POIs as a baseline, on average there
was 6% increase in the time to task completion using the 25 POIs, and 17% increase using
50 POIs. A pair-wise analysis of this data using ANOVA (see Table 3) found no statistical

Table 2 Pair-wise comparison of time to task completion for the devised Task using ANOVA

Comparison of prototypes ANOVA Results

10 POIs - LAR(M = 602, SD = 94) vs. MAR(M = 625, SD = 104) F = 0.4144, p = 0.524

25 POIs - LAR(M = 640, SD = 93) vs. MAR(M = 926, SD = 91) F = 71.8152, p < 0.05

50 POIs - LAR(M = 706, SD = 123) vs. MAR(M = 1139, SD = 177) F = 60.3828, p < 0.05
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Table 3 Pair-wise comparison of different POIs set in terms of time to task completion for LAR

Comparison of different POIs set ANOVA Results

10 POIs (M = 602, SD = 94) vs. 25 POIs (M = 640, SD = 93) F = 1.2665, p = 0.2699

25 POIs (M = 640, SD = 93) vs. 50 POIs (M = 706, SD = 122) F = 2.7371, p = 0.1092

10 POIs (M = 602, SD = 94) vs. 50 POIs (M = 706, SD = 122) F = 0.3328, p = 0.5685

significance in the differences. As a result, we conclude that there are no differences in
time to task completion regardless of the number of POIs for LAR within the range we
considered. That is, even though the number of POIs to examine increased by five times,
the time to find POIs did not increase. In the case of MAR, a pair-wise analysis of this data
using ANOVA (see Table 4) found statistically significance differences between all pairs.
As a result, we conclude that MAR is not scalable in terms of the time to task completion
with increasing the number of existing POIs in the site.

According to the background of participants, only 45% of the participants reported using
mobile phones for navigation. We performed an analysis to find if the performance varies
based on this factor in either LAR or MAR. According to the box plots for LAR shown
in Fig. 16, boxes overlap with both medians (LAR-10-N with LAR-10-Y, LAR-25-N with
LAR-25-Y, LAR-50-N with LAR-50-Y), representing there is no statistically significant
difference between the performance of those who had used (Y) and those who had not used
(N) mobile phones for navigation in the case of 10, 25 and 50 POIs for LAR. Accordingly,
there is no statistically significant difference between the performance of the participants in
the case of MAR in terms of using/not using mobile phones for navigation (See Fig. 17).

Error counts Two types of errors were identified based on the participants’ performance:
(1) participants identifying and visiting a wrong POI, and (2) participants not being able to
identify a given POI. The average number of each of these errors is illustrated in Fig. 18.
Because of the extremely low error rate, for the purposes of statistical verification, the errors
were grouped together and a single ANOVA analysis was performed. According to the
results of ANOVA (F = 1.8064, p = 0.1897), there is no statistical significance in the
error rates betweenMAR and LAR. As a result, we conclude that H2 (Participants will make
fewer errors in finding and visiting POIs using LAR than using MAR) is not supported. In
addition, there was no statistical significance in the error rates within LAR and MAR as the
number of POIs increases. This leads to the conclusion that participants will make a similar
number of errors in finding and visiting POIs, regardless of the number of existing POIs in
the site using either LAR or MAR.

Perception In [24], user experience (UX) is defined as “a person’s perceptions and
responses that result from the use or anticipated use of a product, system or service”. This
is a subjective and holistic concept describing the experience resulting from the interaction

Table 4 Pair-wise comparison of different POIs set in terms of time to task completion for MAR

Comparison of different POIs set ANOVA Results

10 POIs (M = 625, SD = 104) vs. 25 POIs (M = 926, SD = 91) F = 70.4050, p < 0.05

25 POIs (M = 926, SD = 91) vs. 50 POIs (M = 1139, SD = 177) F = 17.0460, p < 0.05

10 POIs (M = 625, SD = 104) vs. 50 POIs (M = 1139, SD = 177) F = 93.6063, p < 0.05
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Fig. 16 The comparison between the performance of the users who use (Y)/do not use (N) mobile phones
for navigation. The overlap between (Y) and (N) in each group (10, 25 and 50 POIs)

with a technological product or service. In [17], the basic parameters of the quality of
user experience are identified as utility, joy, appeal, and aesthetics. Although general level
framework of user experience is considered widely in the literature, there is a lack of user
experience research in specific fields of technology like mobile AR.

In this paper, we use the technique and the questionnaires proposed in [38] to highlight
the relevance of expected quality of user experience regarding the use of AR applications.
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This questionnaire originally includes 18 questions regarding the expected user experience
of AR applications. We modified the questions as statements to express to what extent
these expectations are fulfilled using our prototypes. We also categorized the questions to
context awareness (CA1, CA2), quality of experience (QE1, QE2, QE3, QE4, QE5), self-
expressiveness (SE1, SE2, SE3) and cognitive effort (CE1, CE2, CE3). The questions were
also translated to Persian. Four questions regarding the quality of communication with oth-
ers using AR were removed as they were not applicable in our case. An English version of
the questionnaire used in the study is shown in Table 5.

A pair-wise Wilcoxon-Mann-Whitney test was conducted on the subjective data from
this questionnaire to identify if there were any statistically significant difference as a result

Table 5 The questionnaire used to evaluate the perception in terms of user experience

Questions

Context Awareness CA1: Attaches new meanings to places, services, products etc

CA2: Increased my understandability of my environment and its objects

Quality of Experience QE1: Offered me new experiences

QE2: Brought significant benefits to my everyday life

QE3: The system was captivating

QE4: I got a lot from augmented reality services

QE5: The system Delighted me

Self-Expressiveness SE1: Helped to inspire my creativity

SE2: The system helped me to develop myself

SE3: The system offered me a suitable way to express myself

Cognitive Efforts CE1: The system was easy to use

CE2: Did not require too much of my attention

CE3: Interfered my understanding of what is real and what is virtual
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of completing the task with different prototypes. We combined the results of tasks with
different number of POIs. Consequently, we tested the results of 45 participants for LAR
and 45 participants for MAR. All items were measured using a seven-point Likert scale,
with the anchors being “strongly disagree” and “strongly agree”. The test found a statis-
tically significant difference between the quality of user experience for MAR and LAR
(LAR mean = 5.3666,MAR mean = 4.7111, p = 0.0027). As a result, we conclude
that H3 (Participants will report a higher level of quality of user experience using LAR
than using MAR) is supported. In a fine-grained analysis, context awareness in terms of
the effect of increasing the extent of available information from real life objects as well as
increasing the users’ understanding of the nearby environment, was significantly higher in
LAR than MAR (LAR mean = 5.4333,MAR mean = 4.6222, p = 0.0003). Although
in terms of the quality of experience, participants were positive towards the presented sce-
narios using both LAR and MAR, participants reported higher quality of experience for
LAR than MAR (LAR mean = 5.8111,MAR mean = 5.1555, p = 0.004). However,
for self-expressiveness, ANOVA found no statistical significance in the differences between
the self-expressiveness of MAR and LAR (LAR mean = 5.4555,MAR mean = 5.2, p =
0.2588). In terms of cognitive effort (which was reverse coded, so that higher numbers
imply lower cognitive effort), there was a big difference between the mean cognitive effort
of MAR and LAR (LAR mean = 5.6777,MAR mean = 4.8666, p = 0.0007). We
attribute this to the convenience of using LAR, as POI tags are shown automatically on the
screen just by holding the camera in front a POI. In the case of LAR, the switch between
AR and the physical world can be conducted smoothly as this switch is performed auto-
matically without requiring the user to do anything. In addition, misalignment with the AR
marker is a problem of MAR applications that might negatively affect the quality of user
experience. This can be frustrating if the information represented on the screen goes on and
off.

6.2.2 Usability

We measured individual acceptance and use of technology in order to understand to what
extent the AR technology can be employed in the field of tourism. In particular, we used
UTAUT2 [53], which is a modified version of UTAUT (Unified Theory of Acceptance and
Use of Technology). This model includes performance expectancy, effort expectancy, social
influence, facilitating conditions, hedonic motivation, price value, habit, and behavioral
intention, as factors affecting acceptance and use of technology. Performance expectancy
is used to measure to what extent using a technology benefits users in performing certain
tasks. Effort expectancy is defined as ease of using technology by users. Social influence is
the degree to which users perceive that other people believe they should use a technology.
Facilitating conditions cover user perceptions of the facilities available to perform a certain
activity. Hedonic motivation is fun or pleasure a user gains from using a technology and has
a crucial role in determining technology acceptance and use. Habit is is factor to determine
technology acceptance and use, which is defined as the degree to which users tend to con-
duct activities automatically because of learning. The habit section was dropped as it is not
applicable in our case study. The price value was not also considered as our prototypes are
free to use.We also dropped the use section since the AR navigation is a pretty new type
of application where participants were not aware of any other competing products such as
wikitude in order to compare our prototypes with those products. All items were measured
using a seven-point Likert scale, with the anchors being “strongly disagree” and “strongly
agree”.
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According to the results of a pair-wise Wilcoxon-Mann-Whitney test conducted on the
subjective data, there were statistically significant differences as a result of completing the
task with MAR and LAR (LAR mean = 5.7222,MAR mean = 4.9111, p = 0.0001).
This leads to the conclusion that H4 (Participants will report a higher level of acceptance and
use of technology using LAR in comparison to MAR) is supported. Looking at the details
of this study, performance expectancy (LAR mean = 5.5777,MAR mean = 4.9111, p =
0.0037), effort expectancy (LAR mean = 5.5555,MAR mean = 4.9555, p = 0.0148),
facilitating conditions (LAR mean = 5.4222,MAR mean = 4.8888, p = 0.0031),
and Hedonic Motivation (LAR mean = 5.7777,MAR mean = 5.0666, p = 0.0065)
were significantly higher in LAR than MAR. In the case of behavioral intention, there
were no statistical significance in the differences between MAR and LAR. In compari-
son to other factors, the mean values of behavioral intention for both MAR and LAR are
low. According the comments of participants, most of the participants were reluctant to
continually use the application all the time during their visit. They were interested to phys-
ically explore the site and use the application just in the case they were interested to find
details about a particular POI, or they were interested to find how they can go to a par-
ticular POI. The mean values of social behavior for both MAR and LAR are also low
(LAR mean = 4.7333,MAR mean = 3.9555). We attribute this to the fact that the proto-
types are new products that are not used frequently. Consequently, people who are important
to the participants, people who influence the behavior of the participant, and people whose
opinions that the participant value may not be aware of this application.

7 Conclusion and future work

Augmented reality is an increasingly important class of application that provides value to
users in the form of additional information or immersion in a real life setting. In this paper,
we propose and compare two augmented reality tracking techniques, location-based (LAR)
and marker-based (MAR). We hypothesize that the characteristics of LAR provide advan-
tages that: (1) require less time to locate POIs in a given area; (2) result in fewer errors in
locating specific POIs; (3) induce higher perceptions of the quality of user experience; and
(4) induce higher levels of acceptance and intentions to use AR technology.

We designed and developed two prototype applications to implement the LAR and MAR
approaches. We compared the approaches in a field experiment to test the hypotheses above.
Results from the empirical analysis showed that as hypothesized, compared to MAR, sub-
jects using the LAR approach: (1) completed the task of locating three POIs in less time;
(2) reported a higher quality user experience; and (3) reported a higher level of acceptance
of LAR than MAR. However, contrary to expectations, subjects using LAR had no fewer
errors than subjects using MAR (errors were low in both groups) and did not report higher
intentions to use LAR than MAR. Overall, these findings suggest that location-based AR
produce a range of favorable outcomes compared to MAR.

Our findings need to be interpreted cautiously in light of the limitations of the empirical
study. First, our location based solution depends on GPS data, which is power consuming
and may not be accurate enough for wayfinding. Second, our experiment dealt with only a
single site in which the POIs were artifacts such as buildings; it is not possible to generalize
these findings to other settings, such as those in which POIs may be natural phenomena.
Third, the experimental task involved finding only three POIs. It is unclear if the restricted
nature of the task contributed to the failure to find significant difference in task accuracy
between the LAR and MAR experimental conditions. Fourth, our findings may be affected
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by the requirement to use a device we provided to participants (rather than their own device).
Finally, due to the cross-sectional nature of the study, we measure intentions to use the
technology, rather than actual use.

This work both contributes to the design of AR applications and provides empirical evi-
dence of the advantages of location-based tracking. Future research can extend the work
reported here in several ways. First, we argue implementing computer vision techniques to
detect scenes that are visible in the camera view can lead to a more accurate localization.
Such computer vision techniques can be implemented using object detection tools such as
those from OpenCV. Second, experiments can be conducted across a range of settings to
examine the generalizability of our findings with respect to the benefits of LAR over MAR.
Included in such work should be an expansion of the task set to test whether task accuracy
depends on complexity as measured by the number of POIs to be located. Additionally,
future research can complement our cross-sectional study, which included questions about
usage intentions by adopting a longitudinal approach in which ongoing use of LAR-based
vs. MAR-based applications is studied to determine whether or not the former leads to
greater adoption behavior as familiarity with the application increases.
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