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Abstract Visual saliency is an important research topic in the field of computer vision
due to its numerous possible applications. It helps to focus on regions of interest instead
of processing the whole image or video data. Detecting visual saliency in still images has
been widely addressed in literature with several formulations. However, visual saliency
detection in videos has attracted little attention, and is a more challenging task due to addi-
tional temporal information. A common approach for obtaining a spatio-temporal saliency
map is to combine a static saliency map and a dynamic saliency map. In our work, we
model the dynamic textures in a dynamic scene with local binary patterns to compute the
dynamic saliency map, and we use color features to compute the static saliency map. Both
saliency maps are computed using a bio-inspired mechanism of human visual system with
a discriminant formulation known as center surround saliency, and are fused in a proper
way. The proposed model has been extensively evaluated with diverse publicly available
datasets which contain several videos of dynamic scenes, and comparison with state-of-the
art methods shows that it achieves competitive results.
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1 Introduction

Visual attention is one of the useful concepts for humans in their daily life and it holds an impor-
tant place in computer vision applications such as object detection [4], image segmentation
[1], robotic navigation and localization [21], video surveillance [27], object tracking [22],
image re-targeting [14] and image/video compression [10]. For example, consider a visual
scene which contains many objects with various visual characteristics such as shape, color,
size and texture. Some of the objects might be moving while others are static. Despite the
huge amount of available information, the visual information reaching our eyes is limited
as we cannot acquire the whole scene at a time. Thus we perceive only a small part of the
visual field and the remaining part looks blurry to us. This smaller part of the visual field is
perceived clearly with maximum acuity. The mechanism in the brain that determines which
part of the multitude of sensory data is currently of most interest is called selective attention.
It is basically a process to detect a scene’s region which is different from the surroundings.
Understanding this mechanism is an active research area in cognitive sciences.

Visual attention is generally processed in two approaches which are bottom-up approach
and top-down approach. Bottom-up attention approach is stimulus driven and is derived
solely from the conspicuousness of regions in a visual scene. Top-down attention
approaches are goal driven and refer to voluntary allocation of attention to certain fea-
tures, objects or regions in space [19]. Bottom-up approach is more thoroughly investigated
than top-down attention approach because the data-driven stimuli are easier to control than
cognitive factors such as knowledge and expectations [7].

While saliency detection is a widely studied problem, most of the existing techniques
are limited to the analysis of static images. A recent survey of state-of-art methods can be
found in [2, 3] and these approaches cannot be simply extended to the analysis of videos
sequences. Indeed, a video contains strong spatial-temporal correlation between the regions
of consecutive frames. Furthermore, the motion of foreground objects dramatically changes
the importance of the objects in a scene which leads to a different saliency map of the frame
representing the scene. In addition, we know that natural scenes are composed of several
dynamic entities such as moving trees, waves in water, fog, rain, snow and different illumi-
nation variations. Additional camera motion along with dynamic entities further complicates
the detection of foreground objects. All these characteristics make video processing for
saliency evaluation a challenging task. However, detecting salient regions and salient objects
in complex dynamic scenes would be helpful in applications such as tracking, robotic navi-
gation and localization and many more. A majority of the existing spatio-temporal saliency
models [17, 18, 27] uses optical flow methods to process the motion information. In these
methods, motion intensity of each pixel is computed and the final saliency map represents
the pixels which are moving against the background. Optical flow based methods can work
when the scene studied has simple background and fail with complex background scenes.

To overcome the challenges of natural dynamic scenes, we propose a new spatio-
temporal saliency detection method in this paper. Our method is based on local binary
patterns (LBP) for representing the scene as dynamic textures. The dynamic textures are
modeled using local binary patterns in orthogonal planes (LBPTOP) which is an extension
of the LBP operator in temporal direction [30]. Our contributions are threefold. First, we
apply a center-surround mechanism to the extracted dynamic textures in order to obtain a
measure of saliency in different directions. Second, we propose to combine color and tex-
ture features. In our model, the spatial saliency map is computed using color features, and
the temporal saliency map is computed using dynamic textures from LBP in two orthogonal
planes. The different saliency maps are then fused to obtain a final spatio-temporal saliency
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map. Finally, we evaluate our spatio-temporal saliency detection method on two large and
diverse datasets which, respectively contain salient objects and human eye fixations as a
ground truth.

The rest of the paper is organized as follows. In Section 2, we review some of the spatio-
temporal saliency detection methods presented in literature. In Section 3, we describe the
proposed spatio-temporal saliency model based on LBPTOP and color features. Section 4,
shows performance evaluation of our method and comparison with other approaches on
two different datasets containing segmented salient objects and eye tracking data. Finally,
Section 5 gives concluding remarks.

2 Related work

In this section, we provide a brief description of some of the saliency models described
in literature, which all follow the bottom-up approach principles. In [4], authors proposed
an information theoretic spatio-temporal saliency model which is computed from spatio-
temporal volumes. In this method the spatial and temporal saliency are calculated separately
and they are fused with a dynamic fusion method. Marat et al. [17] proposed a space-time
saliency algorithm which is inspired by the human visual system. First, a static saliency map
is computed using color features, and a dynamic saliency map is computed using motion
information derived from optical flow. The two maps are then fused to generate space-time
saliency map. In a similar way, Tong et al. [27] proposed a saliency model which is used
for video surveillance. The spatial map is computed based on low level features and the
dynamic map is computed based on motion intensity, motion orientation and phase.

A phase spectrum approach is proposed by Guo and Zhang [10]. In this method, motion
is computed by taking the difference between two frames, and is combined with color and
intensity. The features are put together using a quaternion representation and Quaternion
Fourier Transform (QFT) is applied to get final saliency map. Kim et al. [12] presented
a salient region detection method for both images and videos based on center-surround
hypothesis. They used edge and color orientations to compute the spatial saliency. The
dynamic saliency is computed by taking the absolute difference between the center and
surround temporal gradients and is finally fused with the spatial map. Zhou et al. [31] pro-
posed a dynamic saliency model to detect moving objects against dynamic backgrounds.
This algorithm is based on the fact that the displacement of the foreground and the back-
ground can be represented by the phase change of the Fourier spectra, and the motion of
background objects can be extracted by phase discrepancy in an efficient way.

In [23], Seo and Milanfar proposed a space-time saliency detection method which is
based on a bottom-up framework and uses local regression kernels from a video as local
features which differs from conventional filter responses. Local regression kernels capture
the underlying local structure of the image very well even in the presence of significant dis-
tortions. In [23], authors use a non parametric kernel density estimation for such features,
which results in a saliency map constructed from a local self-resemblance measure com-
puted using cosine similarity which indicates likelihood of saliency. A similar method is
developed in [15], where the video patches are modeled using dynamic textures and saliency
is computed based on discriminant center-surround.

Mancas et al. [16] proposed a bottom-up saliency method based on global rarity quantifi-
cation. The model is based on a multi-scale approach using features extracted from optical
flow, the final saliency map gives the rarity of the statistics of a given video volume at sev-
eral scales. The authors in [11] proposed a dynamic saliency visual attention model based
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on the rarity of features. They introduced the Incremental Coding Length (ICL) to measure
the perspective entropy gain of each feature using sparse coding techniques to represent
features. Zhang et al. [28] proposed a saliency detection method based on Bayesian frame-
work. The authors suggest that the pre-attentive process must estimates the probability of
a target given the visual features at every location in the visual field to achieve the goal
for detecting potentially important targets. This methods is based on a Bayesian framework
from which bottom-up saliency emerges naturally, using image statistics derived from a
large collection of natural images. Fu et al. [8] extended graph based approaches for saliency
detection in videos by combining static appearance andmotion cues into the graph construction.

Most of these methods fail to address complex scenes. In particular, methods based on
optical flow fail to compute accurate dynamic saliency maps for scenes with highly textured
backgrounds as will be shown in the experimental results in Section 4.

3 Spatio-temporal saliency detection using texture and color features

This section descibes the proposed spatio-temporal saliency detection method for dynamic
scenes using LBP for describing the dynamic textures (DT) and color features for com-
puting the static saliency. We first describe a method using only LBP feature computed in
three orthogonal planes, and then show that using color features in combination with texture
features produce better saliency maps.

3.1 Spatio-temporal saliency detection using LBPTOP descriptor

Dynamic or temporal textures are textures with motion that exhibit some stationary proper-
ties in time. The major difference between a DT and an ordinary texture is that the notion
of self-similarity, central to conventional image texture, is extended to the spatio-temporal
domain, thus a DT combines appearance and motion simultaneously [5]. Dynamic textures
encompass the different difficulties of dynamic scenes such as moving trees, snow, rain, fog,
crowd etc. Therefore, we useDT tomodel the varying appearance of dynamic scenes with time.

Several approaches have been developed to represent dynamic textures and a review of
these methods can be found in [5]. In our work, we model DT using local binary patterns
computed in orthogonal planes (LBPTOP) [30]. The LBPTOP operator extends LBP to
temporal domain by computing the co-occurrences of local binary patterns on three orthog-
onal planes such as XY, XT and YT. The XT and YT planes provide information about the
space-time transitions and the XY plane provides spatial information. These three orthog-
onal planes intersect at the center pixel. LBPTOP considers the feature distributions from
each separate plane and then concatenates them into a single histogram.

In this work, we compute spatio-temporal saliency using a center-surround (CS) mech-
anism. CS is a discriminant formulation in which the features distribution of the center of
visual stimuli is compared with the feature distribution of surrounding stimuli.

For each pixel location l = (xc, yc), we extract a center region rC and a surrounding
region rS both centered at l. We then compute the feature distributions hc and hs of both
regions as histograms and define the saliency of pixel l as the dissimilarity between these
two distributions. More specifically, the saliency S(l) of pixel at location l is given by:

S(l) = χ2(hc, hs) =
B∑

i=1

(hc(i) − hs(i))
2

(hs(i) + hc) /2
, (1)
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where hc and hs are the histograms distributions of rC and rS respectively, B is the number
of bins of the histogram, and χ2 is the Chi-square distance measure.

Note that we separately apply center-surround mechanism to each of the three planes
XY, XT and YT. Hence, we compute three different saliency maps based on the three
distributions derived from LBPTOP.

The final step of our method consists in fusing the previous three maps into a single
spatio-temporal saliency map. This is done in two steps. First, the two maps containing
temporal information, i.e. the saliency maps from XT and YT planes, are fused to get a
dynamic saliency map. Then, this dynamic saliency map is fused with the static saliency
map from the XY plane. As shown in [18], the fusion method affects the quality of the
obtained final spatio-temporal saliency map.

It is worth mentioning that the fusion of both maps into a single spatio-temporal saliency
map can be considered as a multiview information fusion problem for which several
approaches have been proposed in literature [25, 26]. The main idea of those techniques is
to treat each feature as a different view or a different projection of the data, and make use of
the consistency and redundancy of different views to achieve better performance. In [25] it
is shown that mutliview learning methods are based on the two main principles, which are
consensus and complementary principles. The first principle aims to maximize the agree-
ment on distinct multiple views, while the second one states that each view contains some
information that other views do not have. Many multiview learning methods have been
developed in recent years and the interested reader is referred to [24, 25] for an overview.

In this work, we adopt the simple Dynamic Weighted Fusion (DWF) method, which
has shown best performance in a recent evaluation [18]. This fusion scheme produces a
weighted combination of both maps and the weights are adapted to the characteristics of the
dynamic scene. In DWF the weights are calculated by computing a ratio between the means
of both the maps to combine, so they are updated from frame to frame. Let SXT and SYT be
the saliency maps obtained from the XT and YT planes respectively. They are fused into a
dynamic saliency map MD as follows:

MD = αDSYT + (1 − αD)SXT , (2)

where αD = mean(SYT )
mean(SXT )+mean(SYT )

.
The obtained dynamic map MD and the static map MS = SXY are fused in a similar

manner.

3.2 Spatio-temporal saliency detection using color and texture feature

Since the final spatio-temporal saliency map is obtained as a fusion of the static and dynamic
saliency maps, a proper static saliency map is needed in order to get an accurate spatio-
temporal saliency map. In the previous approach, the spatial saliency map derived from
the XY plane fails to highlight salient objects of some scenes because LBPTOP does not
use color features. Threfore, we replace the LBP features computed in the XY plane by
color features, since color is one of the salient feature in visual attention. In particular, we
compute the spatial saliency map based on color features using the context-aware method
of Goferman et al. [9] since this saliency detection method was shown to achieve best
performance in a recent evaluation [3].
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3.2.1 Spatial saliency

In our work, we used a saliency detection method based on context information [9]. Our
choice is motivated by the fact that this method proves to be the best in a recent evaluation
of saliency detection methods [3]. We only give a brief description of the method here, and
we refer the interested reader to [9] for more details.

The saliency is computed in three steps. In the first step, local and global single scale
saliency is computed for each pixel i in an image. A pixel i is considered salient if the
appearance of the patch pi centered at pixel i is distinctive with respect to all other image
patches. The dissimilarity measure between the patches pi and pj is defined by:

d(pi, pj ) = dcolor (pi, pj )

1 + c.dposition(pi, pj )
, (3)

where dcolor represents the Euclidean distance between the vectorized patches pi and pj of
sizes 7 × 7 in CIElab color space which are normalized to the range [0, 1], and dposition

is the Euclidean distance between the position of patches pi and pj . c is a constant scalar
value set to c = 3 in our experiments (changing the value of c does not significantly affect
the final result).

To evaluate a patch’s uniqueness, there is no need to incorporate its dissimilarity to all
the image patches. So for every patch pi , we search for the K most similar patches qk ,
k = 1, . . . , K , in the image. The pixel i is considered salient when its dissimilarity d(pi, qk)

is high ∀k ∈ [1, K].
In the second step, a multi-scale saliency is computed by considering different scales of

the processed image. These multiple scales are utilized by representing each pixel i by the
set of multi-scale image patches centered at it. The pixel i is considered as salient if it is
consistently different from other pixels in multiple scales.

The final step includes the immediate context of the salient object. The immediate con-
text suggests that areas that are close to the foci of attention should be explored significantly
more than far-away regions. The visual context is simulated by extracting the most attended
localized areas at each scale.

3.2.2 Spatio-temporal saliency map

The temporal saliency is computed as mentioned in Section 3.1. However, we consider here
only two planes XT and YT which gives information only in the temporal direction. The
LBP features are extracted in XT and YT planes and two saliency maps are computed in
both planes separately. These two maps are fused into a single dynamic saliency maps using
the DWT fusion scheme as in (2).

Finally, the obtained spatial and temporal saliency maps, respectively MS and MD , are
fused into the final spatio-temporal saliency map as:

MST = αMD + (1 − α)MS, (4)

with α = mean(MD)
mean(MD)+mean(MS)

, and SST the final spatio-temporal saliency map.
The last step of our method consists in applying a post-processing scheme to suppress

the isolated pixels or group of pixels with low saliency values. We start this post-processing
by finding pixels whose saliency value is above a defined threshold (0.5 in our experiments,
the final saliency map MST is normalized to have values in [0, 1]). Then, we compute the
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spatial distance D(x, y) from each pixel to the nearest non-zero pixel in the thresholded
map. The spatio-temporal saliency map MST is finally refined using the following equation:

MST (x, y) = e
−D(x,y)

λ × MST (x, y), (5)

where λ is a constant set to λ = 0.5. We study the influence of this last parameter in the
experimental results section.

4 Experimental evaluations

In this section we describe the experiments conducted to evaluate the efficiency of the pro-
posed model. We performed two experiments to test the performance of the method in
locating interesting foreground objects in complex scenes, and on the task of predicting
human observers fixations. Firstly, we use a publicly available dataset of dynamic scenes
[15] which contains ground truth segmentation of the salient objects for each frame of a
sequence, thus allowing us to evaluate the ability of the method in detecting foreground
objects in a complex scene. Secondly, we evaluate our model on another dataset in which
the ground truth is given as eye tracking data, i.e. human observers fixations. This eval-
uates the performance of the model in predicting human fixation when viewing a video.
The performances of the proposed method are also compared with various state-of-the-art
methods.

4.1 Evaluation datasets and metrics

To evaluate the different spatio-temporal saliency models, we have selected two publicly
available complex video scenes datasets: SVCL dataset [15] and ASCMN dataset [20]. The
SVCL dataset, contains natural videos which are composed of dynamic entities such as wav-
ing trees, crowd, moving water, waves, snow and smoke filled environments. This dataset
contains manually segmented objects for each frame which served as ground truth data.

The second dataset, ASCMN [20] is a collection of videos from various sources and
provides data which cover a wider spectrum of video types. It contains totally 24 videos,
together with eye tracking data collected from 13 human observers using eye tracking appa-
ratus. The dataset is divided into 5 classes of sequences: abnormal, surveillance, crowd,
moving and noise.

We use two evaluation metrics which are Area Under ROC Curve (AUC) [6] and
Kullback-Leibler Divergence (KL-DIV) [13]. While only one of these measures is used in
most of the previous works, in our experimental evaluation we use both measures to ensure
that the discussion about the results is as independent as possible from the choice of the
metrics.

AUC is used for assessing the degree of similarity of two saliency maps, and KL-DIV is
used to estimate whether the saliency map produced by a saliency model matches human
fixations. AUC varies from zero to one, with higher value indicating good performance,
while KL-DIV varies from zero to infinity with zeros value indicating that two probability
density functions are strictly equal.

4.2 Experiment 1: detection of salient objects in dynamic scenes

In this section, we evaluate the performance of the proposed spatio-temporal saliency detec-
tion algorithm in decting salient objects in complex dynamic scenes. We used the SVCL
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dataset for this experiment and compare our proposed methods with other state-of-the-art
techniques. We compare two versions of our method which are LBPTOP (the method using
only texture features from LBPTOP operator) and LBPTOP-COLOR (the method com-
bining color features and LBPTOP features), and three existing methods: a method using
optical flow to compute motion features (OF) [18], the self-resemblance method (SR) [23]
and the phased discrepancy based saliency detection method (PD) [31]. For the last three
methods, we use codes provided by the authors. For LBPTOP based saliency, we use center-
surround mechanism described in Section 3.1 with a center region of size 17 × 17 and a
surround region of size 97 × 97, and we extract LBP features from a temporal volume of
six frames.

We evaluate the different spatio-temporal saliency detection methods by generating
Receiver Operating Characteristic (ROC) curves and evaluating the Area Under ROC Curve
(AUC). For each method, the obtained spatio-temporal saliency map is first normalized to
the range [0, 1], and binarized using a varying threshold t ∈ [0, 1]. With the binarized maps,
we compute the true positive rate and false positive rate with respect to the ground truth
data.

The post-processing step described in Section 3.2.2 is important in order to obtain good
final saliency maps. It basically lower the final saliency value of pixels far away from all
pixels with saliency value above a defined threshold. The parameter λ in (5) controls the
importance of the attenuation. In this experiment, we set the value λ = 0.5 as it is, in
average, the best value for all tested sequences.

The results obtained with all sequences by the different saliency detection methods are
summarized in Table 1. As can be seen in Table 1, the proposed method combining color and
texture features (LBPTOP-COLOR) achieves the best overall performance with an average
AUC value of 0.914 for all twelve sequences. The optical flow based method (OF) achieves
an average AUC value of 0.907, whereas as self-resemblance (SR), phase discrepancy (PD)
and the method using texture features only(LBOTOP) achieve lower average AUC values,

Table 1 Evaluation of spatio-temporal saliency detection methods using the SVCL dataset

Sequence LBPTOP-COLOR LBPTOP OF [18] SR [23] PD [31] Avg AUC

Birds 0.9586 0.7680 0.9664 0.9379 0.8221 0.8906

Boats 0.9794 0.8358 0.9827 0.9227 0.9765 0.9394

Bottle 0.9953 0.9413 0.8787 0.9961 0.8285 0.9279

Cyclists 0.9317 0.6737 0.9602 0.8682 0.9551 0.8777

Chopper 0.9717 0.9427 0.9850 0.7447 0.6470 0.8582

Freeway 0.7775 0.8684 0.5456 0.7760 0.7318 0.7398

Peds 0.9552 0.7376 0.9512 0.8603 0.8548 0.8718

Ocean 0.9271 0.8513 0.7810 0.8016 0.8235 0.8369

Surfers 0.9674 0.7489 0.9545 0.9455 0.9352 0.9103

Skiing 0.8389 0.3787 0.9796 0.8872 0.9367 0.8042

Jump 0.8957 0.6960 0.9481 0.8321 0.6616 0.8067

Traffic 0.7693 0.6088 0.9615 0.5491 0.8720 0.7521

Avg AUC 0.9140 0.7453 0.9079 0.8434 0.8371

LBPTO-CPOLOR (proposed method with color and LBP features), LBPTOP ( propose method with LBP
features only), OF (Optical Flow based), SR (Self-Resemblance) and PD (Phase Discrepancy)
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respectively 0.843, 0.837 and 0.745. These results confirm the observation that the combina-
tion of color features with LBP features produces better saliency map. In fact, the proposed
method fusing color and LBP features gives an average AUC value which is 22 % higher
that the value with LBPTOP features alone.

When we analize the individual sequences, we see that the best and least performances
are obtained with the Boats and Freeway sequences, respectively, with average AUC values
of 0.9394 and 0.7398 for all five saliency detection methods. The Boats sequence shows
good color and motion contrasts, so both static and dynamic maps are estimated correctly,
and all spatio-temporal saliency detection methods perform well. Note however that the
texture only based method (LBPTOP) gives slightly lower accuracy than other techniques.
On the other hand, the color contrast of the Freeway sequence is very limited. So getting
a correct static saliency map is difficult with this sequence whereas the quality of the final
spatio-temporal saliency map relies on the dynamic map. The best performing method with
this sequence is the LBPTOP based technique with an average AUC value of 0.868, while
optical-flow based technique achieves an average AUC value of only 0.545. This exam-
ple illustrates that using LBP features to represent dynamic textures, and to compute the
dynamic saliency map, gives very good results. The ROC curves comparing performances
of the different methods on these two sequences are shown in Figs. 1 and 2.

4.3 Experiment 2: prediction of human fixations

In this section we evaluate the performance of the proposed method in predicting human fix-
ations using the ASCMN dataset [20] which contains 24 videos divided into five classes. We
compare our proposed spatio-temporal saliency detection methods, LBPTOP and LBPTOP-
COLOR, with four state-of-the-art methods which are the incremental coding length (ICL)

Fig. 1 Quantitative comparision with Freeway sequence from SVCL dataset and AUC metric
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Fig. 2 Quantitative comparision with Boats sequence from SVCL dataset and AUC metric

method [11], the method based on natural images statistics (SUN) [29], the self-resemblance
method (SR) [23], and the method of Mancas et al. [16].

For this second experiment, the parameter λ in (5) is set to λ = 0.2 for the proposed
LBPTOP-COLOR method as it is the best value for all tested sequences. We compare the
different saliency detection methods both in terms of the evaluation metric used and the type
of the video sequence used.

Table 2 summarizes the results obtained by the different saliency detection methods for all
the twenty four video sequences of the dataset, using AUC and KL-DIV metrics respectively.
First of all, we can see that the relative performances of the different methods depends on
the evaluation metric used. This justify our idea of using more than one metric to ensure that
the discussion about the results is as independent as possible from the choice of the metrics.

In terms on evaluation metrics, for AUC the higher the value the better is the perfor-
mance of a method. On the contrary, for the KL-DIV measure, the lower the value the better
the performance of a method. Table 2 shows that the proposed method combining color

Table 2 Evaluation of saliency
detection methods using the
ASCMN dataset with two
evaluation metrics

MODELS Mean AUC Mean KL

LBPTOP-COLOR 64 % 1.5860

LBPTOP 53 % 1.6059

ICL [11] 63 % 1.5899

SUN [29] 61 % 1.587

MANCAS [16] 68 % 1.6158

SR [23] 66 % 1.5662
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a b c d e f g

Fig. 3 Visual comparison of spatio-temporal saliency detection of our methods and state of art methods on
ASCMN dataset. a Original frame; b LBPTOP-COLOR; c LBPTOP; d ICL [11]; e SUN [29]; f MANCAS
[16] and g SR [23]

and texture features (LBPTOP-COLOR) achieves an average AUC value of 0.64, which is
higher that the performance of ICL, LBPTOP and SUN methods which achieve average
AUC values of 0.63, 0.53 and 0.61 respectively. However, LBPTOP-COLOR has a lower
performance compared to MANCAS and SR methods which achieve average AUC value
of 0.68 and 0.66 respectively. When using KL-DIV metric, the distributions given by the
eye fixations points and the saliency maps produced by the model are first and the KL-
divergence measure is computed between these two distributions to estimate whether the
saliency map produced by a saliency model matches human fixations. From Table 2, we
can see that LBPTOP-COLOR method achieves the second best result, being outperformed
only by SR. However, we can also see that all saliency methods gives comparable results
in terms of KL-DIV measure. A visual comparison of the results obtained with different
methods is shown in Fig. 3.

5 Conclusion

This paper describes a spatio-temporal saliency detection method in dynamic scenes based
on the combination of color and texture features. Color features are used to compute a static
saliency map for each frame of a sequence, and local binary patterns describing dynamic
textures are used to find a dynamic map. The obtained two saliency maps are then fused
into a spatio-temporal saliency map which can be used for objects segmentation. Extensive
experiments with two large and diverse datasets show that the proposed method com-
bining color and texture features performs significantly better than a method using LBP
feature only, and also better than method based on optical flow estimation for the dynamic
saliency computation. The proposed method can, in particular, deal with dynamic scenes
with difficult background textures, but achieves lower results when the contrast is poor.
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A possible extension of this work could be the integration of depth cues into the spatio-
temporal saliency model. The current availability of RGB-D sensor makes this possible
and we will investigate this in the future. Also, we could consider the fusion of static and
dynamic saliency maps as a multiview information fusion problem and adopt a multiview
learning approach.
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30. Zhao G, Pietikäinen M (2007) Dynamic texture recognition using local binary patterns with an
application to facial expressions. IEEE Trans Pattern Anal Mach Intell 29(6):915–928

31. Zhou B, Hou X, Zhang L A phase discrepancy analysis of object motion. In: Proceeding of the 10th
Asian Confernce of Computer Vision, 2011, pp 225–238

Satya M. Muddamsetty received his Master degree from Bleking Institute of Technology in 2009, and his
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