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Abstract With the increasing number of the images, how to effectively manage and use these
images becomes an urgent problem to be solved. The classification of the images is one of the
effective ways to manage and retrieve images. In this paper, we propose a novel large-scale
multimedia image data classification algorithm based on deep learning. We firstly select the
image characteristics to represent the flag for retrieval, which represents the color, texture and
shape characteristics respectively. A feature of color is the most basic image data, mainly
including the average brightness, color histogram and dominant color, etc. What the texture
refers to is the image data in the anomalous, macroscopic as well as orderly one key character
that on partial has. The contour feature extraction of image data needs to rely on the edge
detection, edge of the detected edge through the connection or grouping to form a meaningful
image event. Secondly, we revise the convolutional neural network model based on the
pooling operation optimization, the pooling is in the process of the convolution operation to
extract the image characteristics of the different locations to gather statistics. Furthermore, we
integrate the parallel and could storage strategy to enhance the efficiency of the proposed
methodology. The performance of the algorithm is verified, compared with the other state-of-
the-art approaches, the proposed one obtains the better efficiency and accuracy.

Keywords Large-scalesystem.Multimediaarchitecture. Imagedataclassification. Information
retrieval . Deep learning . Convolutional neural network
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1 Introduction

Along with the development of electronics technology and computer technology, the DIP
(digital image processing) enters the high-speed period of development. Now we can gain the
massive images from the image equipment and the image database or the Internet and thus
carries on the effective classification and retrieval to the massive images also becomes the
research subjects of many scientific researchers [25, 26, 38]. With the increasing number of the
images, how to effectively manage and use these images becomes an urgent problem to be
solved. The classification of the images is one of the effective ways to manage and retrieve
images. However, most of the image classification is in the manual labeling stage. Because
manual classification is not only time-consuming and laborious, but also prone to errors, so the
automatic classification of the images has become the focus of current research [44, 46].

Starting from the previous research [5, 20, 23, 57], numerous researchers from the different
angle analysis and solution labelling issue, expected that can find the good retrieval and the
labelling method. And refer to the literatures of the [17, 19, 21, 28, 54], the deep learning has
been a proper selection for implement some of the application scenarios. These methods
analyze from the feature expression mechanism of image which can be divided into two kinds
approximately.

1) Firstly, the image is divided into several homogeneous regions or image sub-blocks, then
the image is analyzed with the semantic annotation. This kind of method uses image
segmentation algorithm, tries to be divided into certain semantic object units the image
effectively, through seeking for the labelling keyword and region semantics object or the
view picture image itself within the corresponding relationships realizes automatic image
labelling [3, 9].

2) Use images of the global visual information using the method of semantic annotation for
image scene, the method to image characteristics and the label text word for the complete
separation, and compare the image similarity on pure visual hierarchy which is a
supervised learning method [12, 18].

Among all the methodologies, the feature selection and extraction step is the essential one
that needs in-depth analysis. From the literature review, we summarize the state-of-the-art
characteristics selection approaches into the following categories.

1) The global feature. Image characteristics including high-level semantic feature and
low-level feature. As a result of Bsemantic gap^ existence, the high-level semantic
feature is hard to gain through the computer directly, by the semantic key retrieval
image was still an arduous duty. The problem of the semantic gap comes from the
research of content-based retrieval, but the problem also exists in the field of text
search, web search and video retrieval, for the problem of how to cross the semantic
gap, the methods of the relevance feedback and automatic annotation. The former uses
the interaction between the system and the user to obtain the mapping relation between
the high-level semantics and the underlying characteristics of the multimedia data. The
latter uses the keywords to mark the multimedia data. This technology is widely used in
the image field. But using the similarity matching retrieval image of image low-level
feature is another important image retrieval method, but this method relies on the
validity of image characteristics.
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2) Color characteristics. Commonly used in the image retrieval color space HSV color space,
CIELAB space and CIELUV space, because they are similar to the human eye and
subjective visual. The color histogram can represent the distribution of the color space
value of all the pixels in an image [32, 55]. The color moment is a simple and effective
color feature. Since color distribution information is mainly concentrated in the low order
moment, the first order moment, the second moment and the third moment of the color are
enough to express the color distribution of the image. The advantage of this approach over
color histograms is that it does not need to vectorize the characteristics, thus speeding up
the processing speed [35].

3) Texture feature. Scholars summarized six associated with human visual perception of the
texture feature and its calculation method: roughness, contrast, directivity, line, regularity,
and a rough degree of similarity. The first three characteristics play an important role in
image retrieval and classification which reflects the degree of the coarse or fine image
texture roughness while contrast to reflect the degree of a texture clear. If there is a rule in
the direction of the directional reflection texture.

While implementing the automatic image classification system, the efficiency and the
hardware effectiveness should be taken into consideration. With this target, the processing
paradigm for the large-scale multimedia system should be finalized. Multimedia cloud com-
puting platform through a number of servers to complete the transfer of large-scale data flow,
data flow between servers in parallel processing, prone to resource conflict, resulting in waste
of server resources and data flow scheduling lag, Under the multi-server scheduling data flow
between the rational allocation of server resources that can be separated into the three aspects.
(1) Control level: the management of scheduling platform of large-scale data flow hardware
resources for each data flow to allocate the corresponding hardware resources, the data flow
into a scheduling platform of large-scale data flow for real-time operation. (2) Data level:
according to topology of management level establishment, regulates the server in large-scale
data stream dispatch platform, the data of receive control level feedback, guarantees the large-
scale data stream live transmission. (3) Management level: the deployment of the scheduling
platform of large-scale data flow in the data-level topology, while the multimedia cloud
computing environment, the allocation of hardware resources to regulate.

Scheduling platform of large-scale data flow also includes the timer which need to pass the
packet to the timer, the timer in the packet arrival time after the transmission of data packets to
the output module. In the Figs. 1 and 2, we show the large-scale multimedia system and the
data interaction flow and the initialized code for the system. The configuration control module
initializes scheduling platform of large-scale data flow and regulates the program flow
resources. The packet input module collects the data in the multimedia cloud computing
environment and classifies and filters the data, and then transfers the processed data to the
streaming application. The packet input module receives the RTSP and IP packet data fed back
by the streaming application and sends the data to the grouping operation module [36, 41, 48].
Under this paradigm, efficiency from the hardware perspective will be enhanced and the
robustness will be improved. A distributed multimedia system, multimedia information is the
object of system transmission and processing, network is the material basis for the transmis-
sion of information and security. Through the network transmission, multimedia information
from the source site to reach the destination site, and multimedia information and the network
there is a close and inevitable link between. Model to a communication channel for network
abstraction, eliminates the complexity of network topology and various forms of research work
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to bring difficulties, while retaining the basic characteristics of the network that is to simplify
the multimedia communication network is reasonable and effective which can be reflected
from the Fig. 1.

As shown in the Fig. 2, the initialization code block for the large-scale multimedia system is
demonstrated. The operating system bootloader provides a set of the software environments
that are required before the operating system loads. Through the execution of this program, the
embedded system can initialize the mapping between the hardware device and the memory
space, and finally bring the system into the appropriate hardware and software environment.
After an embedded hardware device is powered up or reset, the processor typically fetches
instructions from an address pre-arranged by the manufacturer.

In this paper, to provide the more efficient image classification algorithm, we conduct
research on the large-scale multimedia image data classification algorithm based on the deep
learning. The theoretical details will be introduced in the later sections.

2 Convolutional neural network and the optimization strategy

The depth study is new domain in a machine learning research, the depth study through
combining the low level characteristics, forms the higher abstract level feature expression
property category, to discover that data distributional characteristics, and its characteristics

Fig. 1 The large-scale multimedia system and the data interaction flow
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include multi-layer perceptron structure of hidden-layer that has parallelism of information
processing, the distributivity of information processing and interconnection of information
processing unit, the plasticity of structure, high non-linearity and with good fault toler-
ance, learning control, self-organization and from compatibility and other characteristics
[7, 27, 31, 43, 51]. CNN is proposed as a depth learning architecture in order to minimize
the data preprocessing requirements. Convolution neural network (CNN) is essentially the
multi-layer perceptron which is a variety of structures that can contain multiple nerves,
input layer, hidden layer, the output layer [16, 37]. The convolutional neural network is
essentially a variant of multilayer perceptron, which consists of an input layer, a hidden
layer and an output layer. The hidden layer can have a plurality of layers, each layer is
composed of a plurality of two-dimensional planes, and each plane is composed of a
plurality of independent neurons. Theoretically, the essential part of the CNN can be
separate into the S and the C layers. C levels are mainly to use the convolution kernel
extraction characteristics and realize carries on the effect of the filtration and strengthening
to the characteristics. In each convolution level, it firstly carries on the convolution
operation the characterization diagram and convolution kernel of the previous output,
then through activation function and then the characterization diagram of output this level
[22, 30, 56].

ytj ¼ f
X

i∈P j
kti; jy

t−1
i þ btj

� �
ð1Þ

S mainly by the sampling C layer characteristic dimension of the each size of n in the pool
for average Bpool^ or Bpool^ largest operation that can be expressed as formula 2. Where the

Fig. 2 The initialization code
block for the large-scale multime-
dia system
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dowm_sampling(yj
t − 1 + bj

t) represents the down sampling function and the yj
t − 1, yj

t represent
the signal before and after the operation, respectively.

ytj ¼ f dowm sampling yt−1j þ btj
� �� �

ð2Þ

In the above formulas, the f represents activation function, t represents the layer
numbers, the ki,j

t denotes the kernel [14, 53], dowm_sampling is the sampling function.
Traditional convolution neural network is by the convolution level and depth structure
of sub-sampling level alternately constitution, this depth structure can reduce the
computing time effectively and establishes invariability in the spatial structure. The
input picture carries on the network layer upon layer maps, and ultimately obtains the
various levels regarding the image different expression forms, realizes the image the
depth to indicate that convolution kernel as well as sub-sampling the mapping way of
way direct decision image. In the following Fig. 3, we show the architecture of the
CNN.

In training, its forward propagation is used for feature extraction, and convolution and the
down-sampling are used to obtain image characteristics. The back propagation is used for the
error correction. The traditional Back Propagation mechanism is used to propagate the error
layer by layer, and the chain convolution rule is used to update the convolution kernel. The
output function can be demoted as the formula 3.

zoutput ¼ gL X L;wLð Þ ð3Þ

The zoutput represents the output function, the gL is the exchange function, the XL is the
value of the prior-layer output, the wL represents the weight matrix. As shown in the
Fig. 3, the convolution feature mapping phase generates a total of K feature maps, each
feature map has its own automatic encoder following to the k-th feature map that

Fig. 3 The architecture of the
CNN
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corresponding to the k-th automatic encoder as an example, In this paper, an automatic
encoder with only the single hidden layer is used. The hidden layer feature can be
formulized as Eq. 4.

Hidenk ¼ g ak ⋅pk þ bð Þ ð4Þ

The matric of the ak and bk can be denoted as formula 5 ~ 6.

ak ¼ ak1; ak2;…; akL½ � ð5Þ

bk ¼ bk1; bk2;…; bkL½ � ð6Þ
At level L, the loss function can be expressed as the follows [4, 15].

γ xi; yið Þ ¼ −
1

n

X n

i¼1
yi−ln gL xi;wið Þð Þð Þ þ λ

X L

k¼1

X k

j¼1
wj

�� ��2 ð7Þ

Where the parameter of the λ is the essential term we should take into consideration.
Overall, at present bases on the depth CNN model to be mostly centralized in the depth
exploitation, in the fitting control and practical application, during the training needed the mass
data support. In the case of a small sample, its performance is even less than the traditional
feature extraction method, but in other large data sets on the case of pre-training model, the
effect is far more than the existing manual feature model, the current model design and most
applications are based on pre-training and implementation. For this concern, the general
network output issue can be formulized as the following equation.

NetLp j ¼
X
i
w ji≥0

wjiYL
pi þ

X
i
wji < 0

wjiYU
pi þ θ j ð8Þ

NetUp j ¼
X
i
w ji≥0

wjiYU
pi þ

X
i
w ji < 0

wjiY L
pi þ θ j ð9Þ

And the optimization issue can be transferred into the formula 10.

Eoptimized ¼ max
1

2
tp j−Yp j
� �2

; Ypj∈Yp

� �
ð10Þ

Under the conditions of the formula 11.

Yp j ¼ YL
p j; Y

U
p j

h i
¼ f NetLp j

� �
; f NetUp j

� �h i
ð11Þ

In addition to its own depth structure, the maximum difference between the
convolutional neural network and the general BP neural network is to reduce the
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network parameters by means of local receptive field and weight sharing method. The
so-called localized receptive field means that each convolution kernel is connected only
to a specific region in the image, that is, each convolution kernel only convolves a
portion of the image, and in the subsequent layers these local convolutions feature,
which is consistent with the spatial correlation of the image pixels and reduces number
of convolution parameters. Accordingly, the task function can be expressed as the
formula 12.

Δwji t þ 1ð Þ ¼ η −
∂Ep

∂wji

	 

þ αΔwji tð Þ ð12Þ

The ∂Ep/∂wji is the primary parameter we should consider. For this situation, we need
the mapping optimization shown as the Fig. 4. The system input is one with the time
related process, its value of exports both relies on the input function spatial polymer-
ization, and time build-up effect close correlation that must solve this kind of problem,
the traditional method needs to establish and to solve the more complex mathematical
model generally. But these systems often affect factor many nonlinear systems. The
main purpose of the self-organizing feature map neural network is to convert the input
signal pattern of any dimension into one-dimensional or two-dimensional discrete
mapping, which reflects the memory pattern of the nerve cells and excitability rules
of nerve cells stimulated. The characteristics of the nervous system and this network
correspond to a group of the unit neurons, rather than a neuron corresponding to a
model.

The crucial technique is the transferring matrix, after the error back propagation, the
error function of each network layer is obtained, then the network weights are modified
by the stochastic gradient descent method, and then the next iteration is carried out
until the convergence condition is reached. Note that due to the difference between the

Fig. 4 The mapping optimization for the CNN
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size of the layer and the layer, in the error transfer need to be sampled before and after
the two layers of the same size, and then the error transfer. In the two cross connection
layer, the weight updates also uses the chain derivative rule can be expressed as
follows.

∂l
lwA

L−1
¼ ∂l

∂gL
∂gL
∂gAL−1

∂gAL−1
∂wA

L−1
∂l

lwB
L−1

¼ ∂l
∂gL

∂gL
∂gBL−1

∂gBL−1
∂wB

L−1

8>><
>>:

ð13Þ

When the convolution of a layer of sampling and at this time from the lower convolution
layer error of the drop sampling error, we need to re-calculate the term as follows.

∂l
lwA

L−2
¼ ∂l

∂gL
∂gL
∂gAL−1

∂gAL−1
∂wA

L−1
þ ∂l

∂gL
∂gL
∂gAL−2

∂gAL−2
∂wA

L−2
∂l

lwB
L−2

¼ ∂l
∂gL

∂gL
∂gBL−1

∂gBL−1
∂wB

L−1
þ ∂l

∂gL
∂gL
∂gBL−2

∂gBL−2
∂wB

L−2

8>><
>>:

ð14Þ

In the process of calculating the optimal solution of the objective function, through
continuous iteration, to eventually achieve convergence error state. The universal can be
expressed as the formula 15.

∂l
lwA

L−m
¼ ∂l

∂gL
∂gL
∂gAL−1

∂gAL−1
∂wA

L−1
þ ∂l

∂gL
∂gL
∂gAL−2

∂gAL−2
∂wA

L−2
þ…þ ∂l

∂gL
∂gL
∂gAL−m

∂gAL−m
∂wA

L−m
∂l

lwB
L−m

¼ ∂l
∂gL

∂gL
∂gBL−1

∂gBL−1
∂wB

L−1
þ ∂l

∂gL
∂gL
∂gBL−2

∂gBL−2
∂wB

L−2
þ…þ ∂l

∂gL
∂gL
∂gBL−m

∂gBL−m
∂wB

L−m

8>><
>>:

ð15Þ

3 The fundamental basis for the proposed methodology

3.1 The large-scale multimedia data properties

Under the cloud of multimedia data flow has the characteristics of real-time, randomness,
number, etc., and multimedia application of cloud computing environment required to
support multimedia services can provide high quality service, to achieve the service
quality is the key to effective process data congestion problems, and thus to seek effective
mass data stream scheduling method. According to the development of the network
transmission technology, large-scale streaming media system has experienced three stages
as follows.

1) IP multicast protocol to carry streaming media transmission, IP layer multicast due to
congestion control, scalability, availability and other aspects of a series of problems, so the
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IP multicast-based video communications applications have not been widely used in
Internet usage.

2) As the one special realization mode of peer-to-peer network P2P mode of basic trans-
mission, statement of application-layer multicast agreement, especially bases on the
application-layer multicast agreement the use of the end system multicast system
SIGCOMM conference, symbolizes that the streaming media broadcast plan was in the
2nd stage of development [10, 33, 58].

3) In the multi-sender multi-receiver transmission mode, each node can receive the data from
multiple nodes or send data to multiple nodes. The data topology between nodes forms a
network structure, which greatly improves the system expansion feature.

In the Fig. 5, we show the architecture of the large-scale multimedia data processing
system, as shown, the data stream content extraction module through the data import
module gain high-speed multimedia data class, with degree of correlation between the
multi-channel degrees of the correlation computation module computation different data
circulation, the multi-channel information extraction module is responsible to the channel
data stream carries on the information extraction according to the modality as well as the
system, vector extraction module is responsible to the processed information carries on the
feature extraction, the characteristic vector that will then extract sends in the filtration
computation module.

To maintain the satisfactory processing efficiency, we adopt the multi-channel connec-
tions architecture. Whether the data flows of different channels are federated or not is
based on whether the channels are correlated. A filter rule consists of the conditional
expressions and action expressions. The conditional expression consists of a general
predicate and a relational operator ∧, and the action expression consists of an action unit

Fig. 5 The large-scale multimedia data processing system architecture
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and a relational operator ∧. Simply put, a filter rule means that if the conditional
expression is true, then implementation of the action, or not the implementation of action.
If the conditional expression is empty, the action is executed unconditionally, which means
that all the multimedia streams are executed. If in a filtration rule includes the filtration
demands between the filtration demands or the different channels of different modality,
then this rule for fusion filtration rule. Suppose we have a sequence of S denoted as the
formula 16.

S ¼ S1;…; Sp
� � ð16Þ

Defines interrelatedness between the two channels to have the difference in the different
practical application systems and below uses in our validation assemblies the definition
example about interrelatedness.

a Si; S j
� � ¼ Ep*Rp Si; S j

� �þ Ec*Rc Si; S j
� � ð17Þ

In our verification system, the definition of Bkey content dictionary^ and Bfilter content
dictionary^ to calculate the channel data stream in the text content relevance that can basically
reflect the channel itself semantic information relevance. We consider the textual information
in the channel data stream as a Bword flow^ and then build a temporary Bword frequency
table^ with our BKey Content Dictionary^ and the BFilter Content Dictionary .̂ The standard
for our methodology can be defined as the formula 18.

Rc Si; S j
� � ¼

X
k
X k*Y k=N−Ui*U j

σi*σ j
ð18Þ

From the above mentioned analysis, we can reach the listed conclusion.

(1) The correlation content related to N.
(2) The content correlation is associated with the expression of channel.
(3) The content of correlation degree between the channel and sharing degree.

3.2 The image retrieval and classification paradigms

Image retrieval technology has a lot of kinds, most of which are based on the shape of the
image, such as color, texture characteristics for image retrieval. The primary application of the
image classification and retrieval is the automatic annotation. Automatic image annotation is to
make the computer automatically able to any unsigned paintings that reflect the meaning of the
image content keywords. It by using the annotated image set or other available information
automatically learn the semantic concept space and the relationship between visual feature
space model, and use this model with unknown semantic image, i.e., it is trying to image the
high-level semantic information and to establish a mapping relationship between low-level
characteristics, thus to some extent, can solve the problem of Bsemantic gap^.
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Existing majority automatic image labelling algorithm, attempts to realize labelling of
semantic keyword in the image rank directly, namely the algorithm does not need
between the region and keyword of image establishes the mapping relationships of
correspondences. But also some work try to solve the labelling problem from the
technical angle of object recognition that is each region of image entrusts with the
keyword. In the Fig. 6, we show the sample illustration of the retrieval and annotation
result.

Based on the literature review, the annotation methods can be generally summarized
as the following aspects. (1) Classification-based automatic image labelling algorithm.
The mentality of quite direct-viewing automatic image labelling, labelling the issue
regards as is the image retrieval classification issue. If regards as each semantic keyword
is a category marks, then the image labelling issue transforms as the image classification
issue and therefore can definitely solve the labelling problem from the angle of image
classification. (2) Probability context modeling-based automatic image labelling algo-
rithm. While the image annotation algorithm based on the probability association model
is based on probabilistic statistical model, and that analyzes the symbiosis probability
relation between image region feature and semantic keywords, and uses this as the
annotation of the image to be annotated. Intuitively, if two images have high visual
similarity, the higher the probability of the two keywords are similar. (3) Based on the
learning algorithm of automatic image annotation. Graph based learning algorithm is a
semi supervised learning algorithm, which is known to be involved in the learning
process of the algorithm. With the traditional supervised learning and unsupervised
learning, semi supervised learning can use more information in the learning stage, such
as the distribution of data characteristics and it applies to a large amount of data that has
been labeled a relatively small amount of data [6, 8, 34, 52].

The existing potential optimization approaches for the classification can be organized
as the following aspect. (1) Hash algorithm integration. Through the HASH algorithm can
under the rapid localization centralized certain probability with the data of search data
correlation, coordinate Hamming space similarity measure the rapidity and characteristics
of index result easily further expansion that can greatly enhance the efficiency of index
and retrieval, thus Hash technology is regarded as most has the similar reconnaissance
method of potential. (2) Based on the Search algorithm of the automatic image annotation
[1, 42, 47]. Search based annotation method avoids the complicated parameter learning
process. Moreover, since the relevant image is found by retrieval, the method is not limited

Fig. 6 The image retrieval and annotation result demonstration
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by the training set or the set of the annotated words. (3) In the candidate labelling
information that the basic image labelling stage obtains possibly is incomplete, or
contained some and image not related labelling information. This is mainly because the
existing labelling algorithm analyzes each semantic keyword alone, has not considered the
semantic connection between keywords. But under normal conditions, the semantic link
between glossary and glossary is very close, usually among glossaries including hierar-
chical relation and relevant information. (4) What character description to express the
semantic information of the images, what the image segmentation algorithm based on
semantic that can effectively characterize the user perception of image content, is an
important means to improve the performance of image automatic classification. In the
Fig. 7, we show the procedures [39].

4 The proposed framework

4.1 The CNN based classification and retrieval framework

This article uses the depth study of the convolutional neural network, it is a kind of the
feedforward neural networks which is mainly composed of the multiple convolution
and full connection layer. The weight of some connections between neurons in the
same layer of is shared. A feedforward neural network can be considered to be the
combination of a series of function [2, 11]. The basic theories are introduced previ-
ously, in this section, we focus on the optimization and the modification operation [24,
40, 50]. Pooling is in the process of the convolution operation to extract the image
characteristics of the different locations to gather statistics. Pooling can reduce the

Fig. 7 The illustration of the classification procedures
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dimension of convolution characteristics, at the same time also can prevent data fitting,
and the Fig. 8 reflects the feature.

We formulize the pooling procedure as the Eq. 19.

yi jk ¼ max yi0 j0k 0 : i≤ i
0 < iþ p; j≤ j0 < jþ p

n o
ð19Þ

Under normal conditions, the image collection of target task with pre-training image
collection the category quantity or the image style have very big difference, in the
retrieval duty of picture target collection, often is directly hard to achieve the optimal
performance with pre-training the visual feature of CNN model extraction image. There-
fore, to cause the CNN model parameter of pre-training well the feature extraction for
picture target collection, to the CNN model parameter of pre-training carries on the
trimming using the image of the picture target collection. The entire trimming process is
as follows.

1) Step One. Each image from picture target storehouse first was adjusted to the 256*256,
then withdraws this chart stochastically the sub-block or its mirror image takes the input
of CNN.

2) Step Two. Regarding 1st to 7th, we use in the parameter that in the pre-training process
obtains initializes it. In trimming process, with pre-training step two similar parameter set-
ups based on the Eq. 20.

J fuction ¼ 1

N

X N

i¼1

X c

k¼1
pik−pik

� �2

ð20Þ

3) Step Three. For the first 7 layers to set a smaller learning rate, we can ensure that the
parameters obtained through the pre-training CNN model that is not destroyed during the
trimming process. For the last layer to set a higher learning rate, and the whole network
can be quickly converged to the new optimal point on the target image set of the general
pool.

Fig. 8 The pooling operation and the flowchart demonstration
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The similar measure method of traditional image has the cosine to be away from, the
Euclidean distance, among the distance through characteristic vectors judges the image the
similar degree. Because the distance between the sole vectors cannot accurately reflect the
similar degree between images, therefore this article used manifold distance-based ranking on
manifolds method to measure the similarity between images [13, 45, 49]. The ranking function
can be them formulized as the Eq. 21.

r* ¼ In−αSð Þ−1y ð21Þ

Where the In represents the sample matrix and in the Fig. 9, we show the modified CNN
systematic architecture [29, 56].

As the further step, to test the effectiveness of the algorithm, we should define the function
for the performance evaluation. The 22 ~ 24 defines the adopted standard. Image processing
system appraisal effect main consideration accuracy and retrieval speed two aspect factors.
Before the accuracy is decided in withdraws the image characteristic separating capacity and
the match algorithm validity, the retrieval speed is decided by the image characteristic order of
complexity and match algorithm order of complexity and the image database organization
form. Refinement refers to the ratio of effective images in the returned result set, and is used to
exclude the system from irrelevant images. The recall rate refers to the ratio of the number of

Fig. 9 The modified CNN systematic architecture
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valid images in the returned set to the number of all similar images in the database and is used
to measure the ability of the system to retrieve the relevant image.

precision ¼ a=bð Þ � 100% ð22Þ

recall ¼ a=cð Þ � 100% ð23Þ

MAP Qualityð Þ ¼ 1

Qualityj j
X Qualityj j

j¼1

1

mj

X m j

k−1
Precision ð24Þ

Fig. 10 The databases adopted by the experiment
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4.2 Classification referred multimedia system efficiency enhancement model

KD tree as a data structure of k-dimensional data space division, that mainly used in multi-
dimensional space key data search. In order to facilitate the processing of image data, a large
number of eigenvectors representing image characteristics are used to refer to the whole image
data. This feature vector accords with the characteristics of the high-dimensional key-value,
and is suitable for indexing by using the KD tree to speed up image retrieval process. The KD
tree is each node is a binary tree of K vector. Each non-leaf node can regard as a planoid, but
this planoid the multi-dimensional space division is the two sub-planes. Was divided into the
left subtree at this planoid left point, the right point was divided into the right subtree.

There are many ways to determine the hyperplane of this partitioned subspace, so there are
many ways to construct a KD tree, which calculates the variance of each dimension of all
points in the sub-plane and also chooses the dimension with the largest variance as the
perpendicular to the partitioned subspace The direction of the hyperplane is one of the most
popular methods of building KD trees today. This paper chooses the following architectures as
the primary characteristics and reference approach.

& Polynuclear construction: A polynuclear construction usually is one contains two or more
independent achievement to carry out the unit basically the computation chip of CPU
nucleus. These CPU have the respective independent buffer and bigger shared buffer. The
communication network on these nucleus usual execution different thread and data
exchage between processors through shared buffer or chip.

& The nuclear architecture: relative to the multi-core structure, there are more and more intense
in the nuclear architecture components are integrated into one chip. And that among all the
nuclear architecture, the GPGPU is one of the most popular architecture. Taking into account
the entire hardware storage system, each SM has a separate contains thousands of registers
and dozens of KB of the shared memory on the chip memory SM is shared by several SP and
is not visible to the outside. Data transfer is through the slice under the global memory.
Through the above design, GPGPU in the overall cost of the basic and global memory
consistent with the case to support the register and sharedmemory register-level access speed.

Table 1 Performance of the methodologies: Experiment set one, data size level: original level

Method 1 Method 2 Method 3 Method 4 Ours

People 0.211 0.615 0.668 0.415 0.711
Dog 0.415 0.511 0.612 0.662 0.715
Cat 0.211 0.615 0.411 0.436 0.781
Building 0.411 0.456 0.498 0.611 0.714
Food 0.335 0.462 0.475 0.514 0.611
Flower 0.214 0.234 0.295 0.423 0.446
River 0.612 0.662 0.615 0.658 0.663
Sea 0.256 0.299 0.652 0.578 0.774
Flight 0.452 0.511 0.615 0.663 0.654
Horse 0.241 0.221 0.235 0.452 0.569
Shoe 0.226 0.345 0.395 0.496 0.579
Ring 0.315 0.336 0.495 0.562 0.675
Chicken 0.335 0.476 0.499 0.568 0.668
Car 0.415 0.511 0.516 0.532 0.574
Table 0.235 0.345 0.339 0.561 0.642
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5 Experiment and simulation

In this section, we conduct experimental simulation on the proposed methodology. In the
Fig. 10, the databased used for testing is shown. The generated database is formed of by the
listed ones: natural scene image library and NUS-WIDE image library. The detailed informa-
tion descriptions of these two image storehouses are as follows: Natural scene image store-
house contains 2000 images, all these images contain following 5 labelling: deserts,
mountains, sea, setting sun and trees. In addition, we also add the animal and building images
for testing. Image library contains 30,000 kinds of the images as these images are marked with
the boats, cars, flags, horses, sky, sun, towers, aircraft, zebra, including the 31 kinds of labels.

To test the effectiveness of the proposed methodology, we compare it with the other
algorithms, the Method 1 [53], 2 [1], 3 [42], 4 [13], respectively. The method 1 is similarity
function based content-based image retrieval, the method 2 is the multiclass associative

Table 3 Performance of the methodologies: Experiment set 3, data size level: 3*original level

Method 1 Method 2 Method 3 Method 4 Ours

People 0.152 0.221 0.411 0.533 0.688
Dog 0.166 0.253 0.412 0.524 0.645
Cat 0.123 0.223 0.411 0.562 0.625
Building 0.175 0.242 0.435 0.579 0.632
Food 0.187 0.249 0.421 0.544 0.712
Flower 0.177 0.261 0.408 0.532 0.711
River 0.168 0.254 0.411 0.542 0.698
Sea 0.195 0.277 0.426 0.511 0.685
Flight 0.178 0.289 0.417 0.518 0.686
Horse 0.166 0.277 0.416 0.542 0.695
Shoe 0.157 0.286 0.411 0.526 0.714
Ring 0.185 0.288 0.423 0.548 0.711
Chicken 0.139 0.265 0.425 0.573 0.721
Car 0.174 0.264 0.422 0.523 0.689
Table 0.188 0.263 0.435 0.532 0.668

Table 2 Performance of the methodologies: Experiment set 2, data size level: 2*original level

Method 1 Method 2 Method 3 Method 4 Ours

People 0.201 0.315 0.511 0.611 0.711
Dog 0.215 0.336 0.503 0.612 0.706
Cat 0.220 0.412 0.511 0.609 0.708
Building 0.201 0.411 0.502 0.621 0.713
Food 0.209 0.423 0.526 0.621 0.714
Flower 0.265 0.453 0.511 0.620 0.725
River 0.285 0.366 0.510 0.608 0.722
Sea 0.266 0.398 0.523 0.612 0.721
Flight 0.217 0.395 0.533 0.621 0.724
Horse 0.239 0.411 0.524 0.619 0.723
Shoe 0.200 0.419 0.514 0.603 0.712
Ring 0.198 0.425 0.522 0.622 0.786
Chicken 0.193 0.431 0.512 0.621 0.755
Car 0.207 0.422 0.511 0.635 0.752
Table 0.206 0.412 0.502 0.628 0.751

18704 Multimed Tools Appl (2017) 76:18687–18710

RETRACTED A
RTIC

LE



classification algorithm, the method 3 is the sparse representations of morphological attribute
profiles based image retrieval and the method 4 is the ABACOC algorithm.

The Tables 1, 2, 3, 4 and 5 shows the statistical data of the comparison experiment, the
Fig. 11 is the visualized performance of the experiment algorithms, these are the visualized
result of the Tables 1, 2 and 3, he Fig. 12 represents the time consuming test based on the
different data center sizes. In the experiment, we use 700 images and the training set and
another 700 as the prediction one. The effectiveness and efficiency of the proposed method is
well proved compared with other state-of-the-art approaches. In our experiment, the proposed
algorithm got the average advancement of 17.5% compared with the other ones, the recall rate
is much higher.

6 Conclusion and future work

In this paper, we propose a novel large-scale multimedia image data classification algorithm
based on deep learning. This method in the label loses under the erroneous minimum
significance to fill the omission label, constructs the semantic balanced neighborhood and
then in the semantic uniformity of sample through the neighborhood measure study guarantee
neighborhood of the multi-label information inserting, obtains some relevance between images
through the sparse representation, and constructs the semantic consistent neighborhood and
ensure neighborhood sample has the overall situation similarity, some relevance and semantic
uniformities. To optimize the CNN, we integrate the manifold learning for systematic

Table 5 Performance based on the recall rate

Images Method 1 Method 2 Method 3 Method 4 Ours

10 0.09 0.11 0.13 0.16 0.19
20 0.15 0.17 0.19 0.21 0.23
30 0.23 0.28 0.28 0.27 0.29
40 0.32 0.33 0.28 0.35 0.36
50 0.41 0.44 0.46 0.51 0.52
60 0.49 0.51 0.51 0.55 0.58
70 0.51 0.53 0.55 0.61 0.63
80 0.55 0.60 0.55 0.58 0.66
90 0.62 0.64 0.66 0.62 0.69
100 0.64 0.68 0.68 0.69 0.77

Table 4 Performance based on the MAP standard

Method 1 Method 2 Method 3 Method 4 Ours

10 classes 41.3 44.3 45.6 47.2 51.9
20 classes 41.1 43.2 44.6 46.6 50.3
30 classes 40.5 43.0 44.1 45.7 49.8
40 classes 40.0 42.6 43.2 45.2 49.3
50 classes 39.8 41.9 42.5 44.9 48.6
70 classes 39.2 41.3 42.2 44.3 48.1
90 classes 38.6 39.5 41.9 42.1 47.2
125 classes 38.4 38.8 40.2 41.9 47.0
200 classes 37.5 37.6 39.7 40.8 46.5
256 classes 36.4 37.3 38.6 39.2 45.7
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modification. The experiment proves the robustness of the proposed method. In the future, we
will focus on the CNN structural optimization and large scale multimedia data compression for
building the more efficient classification paradigm.

Fig. 11 The visualized
performance of the experiment
algorithms
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