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Abstract Human-computer interactions based on hand gestures are of the most popular
natural interactive modes, which severely depends on real-time hand gesture recognition
approaches. In this paper, a simple but effective hand feature extraction method is described,
and the corresponding hand gesture recognition method is proposed. First, based on a sim-
ple tortoise model, we segment the human hand images by skin color features and tags on
the wrist, and normalize them to create the training dataset. Second, feature vectors are com-
puted by drawing concentric circular scan lines (CCSL) according to the center of the palm,
and linear discriminant analysis (LDA) algorithm is used to deal with those vectors. Last,
a weighted k-nearest neighbor (W-KNN) algorithm is presented to achieve real-time hand
gesture classification and recognition. Besides the efficiency and effectiveness, we make
sure that the whole gesture recognition system can be easily implemented and extended.
Experimental results with a user-defined hand gesture dataset and multi-projector display
system show the effectiveness and efficiency of the new approach.
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1 Introduction

Human hand gesture, as intuitively the most natural ‘language’ for human-beings, is proba-
bly the simplest but an important tool for human-computer interaction (HCI). Hand gestures
are defined by a series of movement by hand or hand-arm combination, which are also
referred as dynamic hand gestures [4]. Using computer vision techniques, hand gestures are
recognized as input signals mapping to hand gesture classes in databases to control target
objects or scenes through some computerized systems [18, 19]. With the fast spreading of
computer vision technology and applications in both scientific and engineering fields, hand
gesture recognition techniques are nowadays utilized in virtual reality, video conferences,
robotics and many other cutting-edge research areas [14, 15, 17, 20].

Based on signal input techniques, hand gesture recognition methods can be categorized
into two types: hardware-based (e.g. sensor equipments signal inputs) and hardware-
independent (e.g. real-time surveillance camera video inputs). Hardware-based hand gesture
recognition methods detect hand gesture differences by digital gloves with sensors [7, 22].
Those methods usually require testers to wear physical equipments with sensors, which in
some sense means not user-friendly for HCI. Moreover, digital gloves are restricted by hard-
ware problems such as size, shape, sensitivity and etc. All these problems restrict the spread
of usage for digital gloves in real-world applications.

Hardware-independent hand gesture recognition methods detects human hand ges-
tures by skin colors, hand outlines and wrist tags based on video inputs. The extracted
hand gesture features are classified with recognized hand gesture classes in database
to output the classification results. The hardware-independent hand gesture recogni-
tion methods can be further categorized into two types: model-based [13, 30] and
non-model based [27] according to the feature extraction approaches in the pre-
processing step. Compared to hardware-based hand gesture recognition methods, hardware-
independent methods are more logical and acceptable in daily HCI. Recent works
show high recognition accuracy and sustainable systems. Difficulties for hardware-
independent hand gesture recognition methods include the complex transformation of
human hands and instability of video information such as lighting and coloring of video
frames.

In this study, we attack the difficulties in video-based hand gesture recognition, and
propose a simple, easily implementable, efficient, effective and extendable hand gesture
recognition system based on concentric circular scan lines (HGR-CCSL). The HGR-CCSL
method can be divided into two steps. In the pre-processing step, by utilizing the skin color
information and tags on wrists, we extract information from input videos and build training
dataset including various hand gesture pictures. Based on a set of circles centered on the
center of palm, we extract the features of training dataset. In the second step, which is the
real-time hand gesture recognition process, we classify and recognize hand gestures by a
trained weighted k-nearest-neighbor (W-KNN) classifier.

The proposing algorithm is based on our previous work [29], but is a more efficient and
effective method for real-time hand gesture recognition. The main contributions of our work
are listed below:

e A more efficient and effective feature extraction method. Based on the work in [29],
we add a set of circles centered on the center of palm for extracting features of gestures.
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The new feature extraction method is demonstrated to be more efficient and effective
in the experiment section.

¢ A more reliable gesture recognition method. We adopt the weighted KNN method for
the gesture recognition to replace the original genetic algorithm (GA) method in [29].
The new gesture recognition method achieves higher recognition rates, and therefore is
more reliable for real-world applications.

e An easily implementable and extendable algorithm. The detailed system setup is
simple enough for starter level readers to implement an efficient and effective HCI
model, e.g. the simple five gestures user-defined database, the simple tortoise model
and the primitive W-KNN algorithm. Each step of the proposed method can be extended
to a more sophisticated approach for more complex applications.

2 Related works

Video-based hand gesture recognition methods, which extract hand gesture features from
video frames with or without model and later classify the features with supervised or
unsupervised learning technique, become incrementally popular in artificial intelligence,
signal processing, computer vision and virtual reality fields [8, 16, 21]. In 2007, Wang
[29] designed a simple tortoise model to recognize the basic human hand gestures. The tor-
toise model builds a feature space hand geometry and texture and is able to efficiently map
the target hand gesture with recognized hand gesture in database. The disadvantage of tor-
toise model is that the recognition result is highly sensitive to lighting, therefore requires
stable lightening environment. Yang et al. [35] proposed an static hand hand gesture recog-
nition system based on hand gesture feature space. The method did not handle the case
while the human face was overlapping with hands. The recognition accuracy rates dropped
quickly while the hand gesture differences were small. Zhang et al. [38] proposed a mean
shift dynamic deforming hand hand gesture tracking algorithm based on region growth.
This method did not require modelling for hand gestures but was highly sensitive to pre-
processing result. The recognition accuracy dropped quickly while the hand gestures change
drastically. Yao et al. [36] introduced a framework of hand posture estimation based on
RGB-D sensors. This method utilize the hand outlines to reduce the complexity of hand
posture mapping and support real-time complex hand gesture recognition. However, this
method was not able to handle hand gestures appearing with arm and body. The hand part
cannot be properly cut and recognized. Morency et al. [23] built a latent-dynamic discrim-
inative models (LDDM) to detect sequential hand gestures in a video file. Kurakin et al.
[11] introduced a real-time dynamic gesture recognition technique using a depth sensor.
The proposed method is efficient and robust to different gesture styles and orientations. Yin
et al. [37] introduced a high-performance training-free approach for hand gesture recogni-
tion using Hidden Markov Model (HMM) and Dynamic Time Warping (DTW). Recently,
Wu et al. [3, 31, 32] developed a dynamic gesture recognition system with the depth
information. The features of hand are extracted and the static hand posture are classified
using the support vector machine (SVM). Xie and Cao [33] presented an accelerometer-
based user-independent hand gesture recognition method. A simple database of 24 gestures
are used, including 8 basic gestures and 16 complex gestures. As a result, 25 features
are extracted based on the kinematics characteristics of the gestures, and treated as input
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for the training process of a feed-forward neural network model. The testing gestures are
recognized by passing through a similarity matching process. Pu et al. [24, 25] developed a
communication-based wireless system to recognize gestures. The gesture information was
extracted from communication-based wireless signals; and by using a proof-of-concept pro-
totype, they demonstrated that the proposed system was capable to detect nine whole-body
gestures under certain circumstances. Jadooki et al. [10] presented a fusion based neural
network gesture recognition system. The extracted gesture features are enhanced by fusions
before classified by an artificial neural network. Dinh et al. [5, 6] developed a hybrid hand
gesture recognition method combining random forest (RF) with a rule-based system. Their
newest experimental results show a average recognition rate of 97.80 % over ten hand
number gestures from five different subjects.

3 Feature extraction of hand gestures
3.1 The tortoise model

We represent the hand using a model combining an ellipse and five rigid finger as shown
in Fig. 1 for feature extraction of hand gestures. The model is named as tortoise model and
is used to represent the basic features of human hands. The tortoise model is defined as
follows:

y=f(r,r,n, Ly, ...;Ly, Wi, ..., Wy, 01, ...,6,, R, G, B);
subject to :

ry > 1.5r

n € [0, 5]

1.2r1 > L; >03r,i=1,...,n

r=>30W;,i=1,..,n

6; €10,90],i =1,....,n

R €[0,255], G €[0,255], B € [0, 255]

Fig. 1 The tortoise model that
represents a hand
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where r1, rp and n represent the radius of the palm, radius of the wrist and the number of
fingers. Ly, ..., Ly, Wi, ..., W, represent the length and width of fingers. 6y, ..., 6, represent
the angle between the fingers and wrist. R, G and B represent the skin color.

The tortoise model has following three advantages:

1. Ellipse representation for palm. The ellipse representation for palm is simple and
symmetric. It speeds up the hand shape segmentation and feature extraction process.
The symmetry property of ellipse increases the false tolerance for hand rotations.

2. Rectangle representations for fingers. The rectangle representations for fingers pro-
vides the simplicity of calculating the finger postures by counting the number of fingers
from different camera angles. The misjudgement of fingers because of overlapping can
be effectively avoided.

3. Relative length measurements for palm and finger length and width. The relative
length measurements ensure that the hands are always in right scale. And we use the rel-
ative measurements to distinguish different hand gestures. It prevents the hand scaling
miscalculation while the arm is moving towards/away from the camera.

3.2 Hand gesture feature extraction based on circular scan lines

The hand gesture features can be extracted using concentric circles based on tortoise model
(Fig. 2). The concentric circles are obtained by extracting the palm center G and generating
a set of circles centered at G with radius R;. The radius R; € [Ryin, Rmax]l, Where Ry,in
and Ry, denote the innermost circle radius and the outermost circle radius respectively.
The value of R,,;, is determined by an initial circle which intersects the outline of the hand.
The value of R, is obtained by increasing R,,;, by a small positive number § until either
of the two following conditions is reached:

1. The circle does not intersect the hand outline.
2. The circle does not intersect the image boundary.

Let the training image setbe T = {t; ;|i € [1,C], j € [1, N;]}, where C is the number
of the hand gesture types and N; is the number of hand gesture samples in hand gesture type
i. We obtained the optimized projection matrix W using linear discriminant analysis (LDA)

11

(a) Original image (b) Binary image (c) Concentric circles

Fig. 2 Schematic diagram for extracting hand gesture features
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[9, 12]. For every image sample #; ;, v; ; and v] ; are the feature vectors been processed
before and after LDA. The detailed algorithm of hand gesture feature extraction based on
circular scan lines is shown in Algorithm 1.

Algorithm 1 Hand gesture feature extraction based on circular scan lines

Input: a series of training image, T = {#; ;}.
Output: projection matrix W, dimension of feature vectors before projection transformation
D and feature vector set after projection transformation V = {v] j}.

e Step 1: Segment the hand image (Fig. 2a). Based on the tortoise model, we segment
the hand part image 7’ = {tlf’j|i € [1,C1,j € [1, N;]} from the input image using
skin color information and the wrist tags. The skin color information extraction is done
in the (Hue, Saturation and Value) HSV color space [2, 28]. The HSV color space is a
well-known tool for separating hue, saturation and brightness. Moreover, the HSV color
space is insensitive to lighting, therefore easy for skin color information collection.

e Step 2: Convert image T’ to binary image and scale it to a unified size (Fig. 2b). Due
to the Euclidean distance between hand and camera, the scales of the extracted hand
images are different. The normalization restore all hand images to pre-defined size,
which is beneficial for later steps. We denote the normalized binary image as T” =
{t;li € [1,C1, j € [1, Nil}.

e Step 3: Extract the hand gesture features using concentric circles (Fig. 2c). Xie and
Ji [34] proposed an algorithm to detect ellipses using Hough transformation. We use a
similar approach to find the ellipse (palm) center from 7" and draw concentric circles to
extract the hand gesture features. The extracted hand gesture features from the previous
step are the number of concentric circles hitting the outline of hands, which is denoted
as Py.

e Step 4: Normalize all P, to dimension D. The extracted feature vectors may have
different dimensions. In this step, we normalize the feature vectors to unified dimension
D. Without loss of generality, we assume that the minimal dimension of all extracted
feature vectors to be nj. For feature vectors P, with dimension n, > n1, we merge
the inner most (n2-n1 + 1) dimensions using weighted addition. The weight decreases
towards the center of palm. The normalized vector set is denoted as V = {v; ;}, and
D= ni.

e Step 5: Output results. The optimized projection matrix W is obtained by LDA,
which projects the high dimensional data to the ‘optimal’ projection vector space.
The definition of ‘optimal’ refers to the maximization of the inter-class distances and
minimization of the intra-class distances. The final hand gesture feature vector set
V= {U,{,j} is computed by transforming V = {v; ;} with W.

4 Hand gesture recognition based on W-KNN

The state-of-art KNN algorithm [1] is used to recognize hand gestures online. In this
study, we utilize a small user-defined database including five gestures (Fig. 3). Therefore,
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Vi

Gesture 1 Gesture 2 Gesture 3 Gesture 4 Gesture 5

Fig. 3 A small user-defined gesture database including five basic gestures: Gesture 1, 2, ..., 5

K € [1,5], and for simplification purposes, we set K = 3 for all experiments in this
study. Since the KNN is a fundamental machine learning method, the proposed algorithm
(Algorithm 2) can be easily extended to other machine learning methods. For hand gesture
recognition studies, we add an additional weight to each sample to denote the co-relation
between samples within the same class. It is a common technique for relatively small
training datasets; and can be easily extended to more sophisticated databases.

Algorithm 2 Hand gesture recognition based on W-KNN

Input: testing image I, dimension of feature vectors before projection transformation D,
projection matrix W and feature vector set V = {v; j}.
Output: the class of I,.: Cy € [1, C].

e Step 1: Extract the initial feature vector of the testing gesture. Repeat step 1 to 3 in
Algorithm 1 to obtain the feature vector Py for .

e Step 2: Normalize the dimension of P, to D. Suppose the original dimension of P, is
D,.If D, > D, do the normalization similar to Step 2 in Algorithm 1; if D, < D,
increase the dimension of P, by adding (D — D,) 1s at the beginning of P, (the same
effect as adding more circles inside the palm). The normalized feature vector is denoted
as V.

e Step 3: Transform V, using the optimal projection matrix W. The transformed feature
vector is denoted as V.

e Step 4: Find K nearest neighbor of V by calculating the distance between each vector
in V' (result of Algorithm 1) and V. The K nearest vector set is denoted as:

Vi = (v} j4li € [1.CLj € [1,Nilk = 1,2, ... K},

where C is the number of classes and N; is the number of samples for class i.

e Step 5: Compute the weight W), for each vector vlf’ ipt W = % where ¢; and phis
are the standard deviation for Vy, before and after inserting the testing feature vector
P, into Vy.

e Step 6: Vote for classification. The acquired hand gesture class is obtained by weighted
voting based on the k-nearest neighbor in Vi for P;.
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5 Experiment and analysis

5.1 System setup

A multi-projector display system is built to verify the effectiveness of the HGR-CCSL
method. The flowchart of the system is shown in Fig. 4. The most important component of
the system are the pre-processing parts, namely hand tracing and hand image segmentation.
We omit the details of the system control in this paper. Readers who have interest in the
controlling part can refer to our previous work [29]. The system completes the hand gesture
recognition in two steps: offline pre-processing and online hand gesture recognition.

The detail steps of offline pre-processing are:

Data input. The input dataset is a series of images showing meaningful hand gestures.
Hand image segmentation. The hand part is extracted as a separate image from input
using skin color features and Gaussian mixture modelling for background subtraction
[26, 39].

3. Hand gesture extraction. The training dataset is obtained by drawing a set of concen-
tric circular circles intersecting the hand outline. The training dataset is processed by
LDA and trained offline.

DN —

The offline pre-processing phase follows Algorithm 1. to obtain the training dataset for the
classification phase. In the real-world applications, the offline pre-processing phase can be
done in advance, and therefore not counted in efficiency measurement.

The detail steps of online hand gesture recognition are:

1. Data input. The testing data input images are from the real-time video cameras
capturing user hand postures.

2. Hand image segmentation. Different from the offline pre-processing part, in this step,
we have to consider various case, such as the scale and location of the hands. The
co-relation of the video frames is considered in hand image extraction. The extracted
images are translated and scaled to a unified size.

3. Real-time hand gesture recognition. The input hand gesture is recognized by trained
model in offline pre-processing part using W-KNN (Algorithm 2).

In HGR-CCSL, the training model is trained offline, which increases the real-time hand
gesture recognition speed. The W-KNN model improves the accuracy rate compared to
other existing methods (Section 5.2).

Real-time gesture recognition Offline Pre-processing

| I '
1 ! 1 1
1 : 1 I
1 | |
Real- | ! Hand V! Hand | )

' i | Hand image " Gestur image | 1 [Offfine
time i Gesture| 1 | resture g ' iace
video : trac- seg- recog- T : classifi- seg- : g

i iti ! cation seri
input , ing men- nition ;! men- ' | series
| . 1| model ’ X input
! tation b tation | p
1
| X ,
1 ! 1 1

Fig. 4 The hand gesture recognition system used in our experiment
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Fig. 5 The ten variances of Gesture 2

5.2 Results

We compare the proposed HGR-CCSL algorithm with both hardware-based and hardware-
independent hand gesture recognition approaches. The hardware-based approaches utilize a
hand glove branded ‘5SDT Data Glove Ultra’ with five sensors, and include the digital glove
systems developed in [22] and the accelerometer-based hand gesture recognition using neu-
ral network (AHGR-NN) [33]. The hardware-independent approaches include HGR-LDDM
[23] and HGR-AGA [29]. We define a customized small gesture database to compare the
effectiveness and efficiency of the above mentioned algorithms. The user-defined small
database includes five gestures (Gesture 1 to 5 in Fig. 3); and each gesture includes ten
variances for testing robustness (in Fig. 5, we show the ten variances of Gesture 2 for demon-
stration purposes). Figure 6 shows the experimenting environment, which involves a large
screen with a multi-projector system. Three sets of hand gesture data, namely ‘Selection’,
‘Translation” and ‘Rotation’, are defined by combinations of Gesture 1 to 5. The utilized
digital camera is ‘HISUNG IPC-EH5110PL-IR3’. The system environment is a ‘HP Pro
3380 MT’ personal computer with 4G RAM and an i5-3470 CPU.

The misclassification rates and average gesture recognition speed comparisons between
the hardware-based approaches are shown in Table 1. We compare the misclassification
rates in Fig. 7. The HGR-CCSL method has lower misclassification rates compared to
methods using digital glove systems developed in [22], especially for hand gestures in
“Translation” and ‘Rotation’ datasets, where hand gesture differences are smaller. The mis-
classification rates of the AHGR-NN method is better than [22], but still higher than the
proposed HGR-CCSL method. The reason of the high misclassification rates for hard-ware
based methods is that the methods highly depend on the sensitivity of the hardware. It is

Fig. 6 The testing environment
involving a large projector
system
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Table 1 Misclassification rates

and average gesture recognition Method Dataset #testing  Misclass. Rec. speed
speed comparison between samples rate (%) (#ges./sec.)
HGR-CCSL, digital glove and
AHGR-NN methods HGR-CCSL Selection 200 0.9 10.1
Translation 200 1.4 9.3
Rotation 200 1.6 10.5
Digital glove  Selection 200 44 1.1
Translation 200 9.2 2.7
Rotation 200 9.7 3.0
AHGR-NN Selection 200 1.2 5.8
Translation 200 3.6 6.0
Rotation 200 3.8 7.2
Selection
10 - Translation
8 m Rotation
6 L
4
2L
: o
HGR-CCSL Digital hand gloves AHGR-NN
Fig. 7 The misclassification rates comparison against hardware-based methods
Table 2 Misclassification rates
and average gesture recognition Method Dataset # testing Misclass. Rec. speed
speed comparison between samples rate (%) (#ges./sec.)
HGR-CCSL, HGR-LDDM and
HGR-AGA HGR-CCSL  Selection 200 0.9 10.1
Translation 200 14 9.3
Rotation 200 1.6 10.5
HGR-LDDM  Selection 200 8.1 9.3
Translation 200 11.3 8.9
Rotation 200 12.0 9.1
HGR-AGA Selection 200 3.1 16.3
Translation 200 5.7 14.7
Rotation 200 5.9 15.4
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12 - Selection
10 - Translation
8 B Rotation
6+
4
2}
; I |
HGR-CCSL HGR-LDDM HGR-AGA
Fig. 8 The misclassification rates comparison against hardware-independent methods
18 Selection
16
14 - Translation
12 B Rotation
10 +
8 |
6 -
4t
2t
0 L I

HGR-CCSL HGR-LDDM HGR-AGA

Fig. 9 The average hand gesture recognition speed (No. of gestures/sec.) comparison against hardware-
independent methods

Fig. 10 The tortoise model in
Fig. 1 can be extended to produce %
a larger database (oY

@ Springer



220 Multimed Tools Appl (2018) 77:209-223

also noted that the hardware-based methods are much more efficient methods speed-wise
comparing with our method.

Second, we compare HGR-CCSL with HGR-LDDM and HGR-AGA. The results are
shown in Table 2. We show the misclassification comparison in Fig. 8§ and the efficiency
comparison in Fig. 9. The HGR-CCSL method improves the hand gesture recognition mis-
classification rates based on HGR-AGA method but slows down the computation speed
because of the W-KNN computation time. Compared to HGR-LDDM method, the HGR-
CCSL method has lower recognition misclassification rates as well as faster computation
speed.

6 Conclusion

In this study, we proposed a hand gesture feature extraction and recognition method based
on concentric circular scan lines and weighted KNN algorithm. The proposed HGR-CCSL
method can be divided into two parts, namely offline part and online part. Heavy com-
putations such as hand part image segmentation, extraction of feature vectors from the
concentric circular scan lines and training W-KNN classifier are processed in offline mode.
The online hand gesture recognition part only deal with testing samples and is efficient
enough for real-time applications. Experimental results show that the HGR-CCSL method
has higher recognition accuracy rates with acceptable computational speed compared to
existing methods.

The purpose of this study is to show a simple and easily re-implementable HCI approach
for real-world applications. Every step of the proposed algorithm can be easily extended to
more sophisticated systems according to customized requirements. For example, the sim-
ple tortoise model depicted in Fig. 1 can be easily extended to a more complex model by
adding five joints to the fingers (Fig. 10). The small five gesture ‘user-defined’ database can
be extended to involve more gestures. The W-KNN algorithm, which is known as a basic
machine learning technology, can also be extended to other machine learning methods.

As a future work, we are enriching our gesture database by involving more gesture varia-
tions. The database, which we used in this work, may become publicly available in the near
future.

Acknowledgments This work is supported by National Science Foundation of China (Numbers:
61303146, 61602431).
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