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Abstract High Efficiency Video Coding (HEVC), as a novel video coding standard, has
shown a better coding efficiency than all existing standards, such as H.264/AVC. It adopts a lot
of new efficient coding tools, the most important one is the new hierarchical structures which
include the coding unit (CU), prediction unit (PU) and transform unit (TU). However, the rate-
distortion (RD) optimization process for all CUs, PUs, and TUs cause large computational
costs. In this paper, a fast Inter-frame encoding scheme using the edge information and the
spatiotemporal encoding parameters is proposed to reduce the encoder complexity of HEVC,
which consists of a fast all 2 N × 2 N modes decision method, a fast CU depth level decision
method and a fast PU mode decision method. This scheme uses edge information to express
the structure complexity and uses the difference of edge information between current CU and
its spatiotemporal CUs to express the edge similarity (ES) in one frame and the edge
movement (EM) between two adjacent frames. And then, utilizes ES and EM as assistant
parameters cooperate with CU depth levels and PU mode RD costs of spatiotemporal CUs to
accomplish the early termination of CU split and the PU mode selection. The experimental
results show that the proposed fast inter-frame encoding method can significantly reduce the
computational costs with negligible RD loss. There are 53.7 and 54.9% encoding time savings
on average, but only with average 1.5 and 1.8% Bjøntegaard difference bitrate (BDBR) losses
for various test sequences under random access and low delay conditions, respectively.
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1 Introduction

High Efficiency Video Coding (HEVC) [17] is a new standardization for video compression
which is proposed by the Joint Collaborative Team On Video Coding (JCT-VC) formed by the
ITU-T Video Coding Experts Group (VCEG) and ISO/IEC Moving Picture Experts Group
(MPEG). The goal of HEVC is to achieve 50% bit-rate reduction over H.264/AVC with the
comparable video qualities.

Several new coding tools have been introduced in HEVC, the most important one is the new
hierarchical structures which include the coding unit (CU), prediction unit (PU) and transform
unit (TU). Figure 1 shows the new structures of CU, PU, and TU in HEVC. The basic coding
unit in HEVC is the coding tree unit (CTU), which has a size selected by the encoder. The size
of CTU can be chosen as 64 × 64, 32 × 32 or 16 × 16, as shown in Fig. 1, the CTU block (CTB)
can be recursively split into four sub-CUs according to the CU depth, so the CU size is
2 N×2 N (N = 32, 16, 8, 4). CU is the root of PU and TU and the size of PU and TU cannot
exceed the CU size. PU is a basic unit for motion estimation with symmetrical structures
(2 N×2 N, 2 N ×N, N × 2 N and N ×N sizes, but N ×N is only for the smallest CU) or
asymmetrical structures (2 N × nU, 2 N × nD, nL × 2 N and nR × 2 N sizes). TU is the basic unit
of transform which can be recursively split in a quad-tree structure and its size is N ×N. HEVC
encoder takes advantage of rate-distortion optimization (RDO) to choose from those variable
block sizes to specify the optimal CU size, PU coding mode and TU size. Although these
structures improve the coding efficiency, the encoding complexity [3] also increases greatly.
Therefore, it is of great importance to reduce the encoding complexity while maintaining the
coding efficiency of HEVC.

In recent years, many methods have been proposed to reduce the complexity of HEVC
encoder. Some of them have focused on the fast mode decision methods for HEVC intra-frame
coding [9]. Zhang and Ma [21] proposed a fast intra mode decision for the HEVC encoder.
There are two parts of their method, one is that they proposed a Hadamard cost based
progressive rough mode search (pRMS) to accelerate the modes selection for intra prediction;
the other one is that they compared the aggregated rate-distortion (RD) costs of the partial sub-
CUs with the RD cost of the current CU to realize CU early split termination. Some researchers
proposed fast TU decision methods. Kim [8] proposed a method that can determine the
appropriate TU size effectively according to the position of the last non-zero transform
coefficient and the number of zero transform coefficients. Shen et al. [15] used the Bayesian
theorem [6, 7] to express the correlation between the TU size and the variance of residual
coefficients to decrease the range of TU candidate modes. However, whether intra mode
decision or TU size decision, only takes a little part of the HEVC complexity [3], so the

Fig. 1 The typical example for
CU, PU, and TU coding structures
of HEVC
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complexity reduction is relatively small, as their experimental results show that the encoding
time reduction of [8, 15] is only 14–15% on average. Thus, many researches have focused on
the fast Inter-frame encoding methods. References [11, 14] also utilize the Bayesian theorem to
reduce HEVC complexity. Shen et al. [14] proposed an algorithm that collects relevant and
computational-friendly features, such as motion vector (MV) magnitude, associate with the
Bayesian decision rule to accelerate CU splitting. Lee et al. [11] proposed a fast CU size
decision algorithm includes three approaches with SKIP mode decision, CU skip estimation
and early CU termination. All the three approaches use the Bayes’ rule and the statistical
analysis to decide the RD cost thresholds and update process is performed to get those
thresholds adaptively. Although those methods use Bayesian theorem can get a better com-
plexity reduction, they need offline training to find thresholds which will need an extra time.
Xiong et al. [18] proposed a fast inter CU decision method takes advantage of latent sum of
absolute differences (SAD) and expresses the relationship between the motion compensation
RD cost and the SAD cost as an exponential model. Xiong et al. [19] proposed another method
based on Markov random field (MRF). The CU splitting can be modeled as a MRF inference
problem and optimized by the Graphcut algorithm. As far as we know, using the spatiotemporal
encoding parameters to early terminate CU splitting and PUmode decision is the most common
method, such as references [1, 4, 10, 13, 16, 22, 23, 25, 26]. Lee et al. [10] proposed an efficient
inter prediction mode decision method using spatial and upper-PU correlation to define the
priority for each inter prediction mode and compare the priority with a threshold value which is
acquired by offline experiments. Cen et al. [4] proposed a fast CU depth decision mechanism
utilizes the distribution of CU depths in the same sequence frame to determine current CU depth
range adaptively and skip a part of CU RD cost calculations at the current CU depth. Shen et al.
[13] proposed a fast CU size decision algorithm which can determine CU depth range and skip
some specific depth levels rarely used in the previous frame and neighboring CUs. Ahn et al. [1]
proposed a fast CU encoding scheme utilizes sample-adaptive-offset (SAO) parameters as the
spatial parameter to estimate the texture complexity and the motion vectors, TU size and coded
block flag information as the temporal parameters to estimate the temporal complexity. Zhang
et al. [22] analyzed the correlation of the current CTU and spatial-temporal neighboring CTUs
to reduce the depth search range. Zhou et al. [26] also analyzed the correlation of spatiotemporal
CUs and found the depth monotonicity between current CU and its neighboring CUs. Shen
et al. [16] proposed a fast inter-mode decision algorithm jointly using the spatiotemporal
correlation of CUs and the inter-level correlation of quadtree structure to statistically analyze
the coding information among the adjacent CUs and the prediction mode distribution at each
depth level. Zhang et al. [23] utilized the spatiotemporal correlation of CUs to divide current CU
into three mode regions with different range of CU depth levels. Zhong et al. [25] analyzed the
occurrence probability of CU segmentation and partition mode in two adjacent frames and
utilized the spatial correlation of CU size and partition mode between the corresponding CU
and its four surrounding CUs to save computational complexity. Zhao et al. [24] first proposed a
fast inter-mode decision algorithm uses the depth information of CUs in previous frame, and
then cooperate it with a hardware-oriented fast intra-mode decision algorithm. In addition to use
the spatiotemporal correlation, there are some special methods [5, 20]. Xiong et al. [20]
presented a fast CU selection algorithm based on pyramid motion divergence (PMD) features
which are calculated with estimated optical flow of the down sampled frames. Correa et al. [5]
proposed schemes based on decision trees obtained through data mining technique which is
belong to machine learning technology. Lee et al. [12] proposed an early skip mode decision
with emphasis on coding quality.
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However, these algorithms did not sufficiently discover the video contents features which
can directly reflect the image complexity in one frame and contents similarity between
adjacent frames. In this paper, we propose a fast Inter-frame encoding scheme jointly using
the edge information and the spatiotemporal encoding parameters to reduce the encoder
complexity of HEVC. It has three approaches, a fast all 2 N × 2 N modes decision, a fast
CU depth level decision and a fast PU mode decision. This scheme first calculates the mean
value of the edge information (include the gradient component and the phase component) in
one CU. The mean gradient value of one CU is used to express the complexity degree of CU.
And then, calculates the difference of mean gradient value and mean phase value between
current CU and its spatiotemporal CUs to expression the edge similarity (ES) in the same
frame and the edge movement (EM) between two adjacent frames. Second, use the mean
gradient value to realize the fast all 2 N × 2 N modes decision and utilizes ES and EM as
reference parameters cooperate with CU depth levels and PU RD costs of spatiotemporal CUs
to accomplish the early termination of CU split and the PU mode selection, respectively.

The rest of this paper is organized as follows. Section 2 observes the relationship between
image edge distribution and different CU sizes or PU modes and then analysis the mean
gradient value of one CU, ES and EM how to be used in fast all 2 N × 2 N modes decision, CU
splitting and PU mode decision. The proposed fast encoding scheme is detailed in Section 3.
Section 4 gives the experimental results and performance analyses. Section 5 concludes our
work in this paper.

2 Observation and analysis of the relationship between edge information
and CU structures

There are some researches [1, 13] have shown that the CU depth and PU mode are related to
the video contents. If a CU located in the homogenous region of a video sequence, it always
has a high probability to be encoded by the large size block or large PU mode. On the contrary
the CU in complex region is often encoded as a small block or small PU mode. On the other
hand, edge is one basic characteristic of picture and it can reflect the position of an object and
the texture complexity. Edge detection is a kind of technique in image processing. The edge
distribution information can be obtained through edge detection. There are many algorithms
for edge detection, in our work, we need to decrease the encoding complexity so there should
not introduce extra computation complexity into our scheme. Therefore, we selected some
frequently-used edge detection operators (such as Sobel operator, Canny operator, Prewitt
operator and so on) to get the edge information and make a contrast of those operators, and
finally choose the Prewitt operator which is less time consumption and easy to realize the
detection of edge to get the edge information of each frame in video sequences and the
operator is shown in Fig. 2.

Fig. 2 The template of Prewitt
operator
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The edge value is calculated by formula (1).

Gx ¼
���p i−1; jþ 1ð Þ þ p i; jþ 1ð Þ þ p iþ 1; jþ 1ð Þ−p i−1; j−1ð Þ−p i; j−1ð Þ−p iþ 1; j−1ð Þ

���
Gy ¼

���p i−1; j−1ð Þ þ p i−1; jð Þ þ p i−1; jþ 1ð Þ−p iþ 1; j−1ð Þ−p iþ 1; jð Þ−p iþ 1; jþ 1ð Þ
���

E i; jð Þ ¼ Gx þ Gy

Ph i; jð Þ ¼ arctan Gy=Gx
� �

8>>>><
>>>>:

ð1Þ
In (1), i and j are the coordinate of pixel. The p (i, j) is the pixel at position (i, j) in one CU.

Gx is the horizontal direction edge component and Gy is vertical direction edge component. E
(i, j) is the edge gradient value at position (i, j) in one CU. Ph (i, j) is the edge phase value at
position (i, j) in one CU. In order to directly display the edge distribution situation of video
sequences, we choose frame 2 and 3 of test sequence BBasketballDrill^ encoded at QP = 32 as
an example. The distribution of CU depth levels, PU modes and edge information are shown in
Fig. 3.

Test sequence BBasketballDrill^ is recommended by JCT-VC and its resolution is
832 × 480 and the frame rate is 50fps. Figure 3a and b demonstrate the CU depth levels
distribution in the luminance image of two adjacent frames 2 and 3, respectively. Figure 3c
and d demonstrate the PU modes distribution in these two adjacent frames, respectively and
Fig. 3e and f are the corresponding edge information distribution of these two frames,

Fig. 3 The distribution of CU depth levels, PU modes and edge information in two adjacent frames (a) CU
depth levels distribution of frame 2 (b) CU depth levels distribution of frame 3 (c) PU modes distribution of
frame 2 (d) PU modes distribution of frame 3 (e) Edge information distribution of frame 2 (f) Edge information
distribution of frame 3
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respectively. By comparing yellow block part in Fig. 3a, c and e or b, d and f) the
conclusion is that the block with more edges will be easy to be encoded in a high depth
(small CU size) and small PU mode. On the contrary, through the comparison of blue
block, those CUs with fewer edges will be encoded in a low depth (large CU size) and large
PU mode. So our first idea is use the mean edge gradient value in each CU to represent
current CU’s complexity degree.

Meanwhile, as shown in Fig. 3a and b, c and d those spatially adjacent CUs usually have
similar CU depth levels and PUmodes, such as the CUs in blue and yellow block, respectively.
In addition to this, a lot of CUs in frame 3 have the same depth levels and PU modes
distribution as corresponding position CUs in frame 2. Therefore, the optimal depth level
and PU mode of the current CU may have a strong correlation with its spatially adjacent CUs
and corresponding temporal CU. In references [1, 13, 16, 22, 26], there have the same
conclusion, but most of them use this relationship through statistics analysis or the offline
training. In this paper, the edge information is introduced to estimate the similarity between
current CU and its spatially adjacent CUs or corresponding temporal CU. Then, according to
the edge similarity we can find the best fit CU from the spatiotemporal adjacent CUs, and the
coding information (such as CU depth level and PU RD cost) of those best fit CUs can be used
for current CU, which will save some useless computational process and it will speed up the
coding process.

As shown in the green block of Fig. 3a and b, c and d there exist an object moving between
two adjacent frames, so the depth levels and PU modes of those CUs in this green block are
changing. On the contrary, in the red block of Fig. 3a and b, c and (d), the depth levels and PU
modes almost have no change and there are no objects moving. By comparing green and red
block parts in Fig. 3e and f, we found that the objects moving and the similarity of CUs can be
represented by difference of edge information. So the second idea of our works is using the
difference of edge information to reflect the object similarity and movement in each CU, and
then we cooperates that information with CU depth level and PU RD cost of spatiotemporal
adjacent CUs to fulfill the fast CU depth level decision and the fast PU mode decision.

According to references [1, 13, 16, 22, 26], we choose four frequently-used spatiotemporal
CUs as predictors. They are the corresponding position temporal CU (T_CU), the left CU
(L_CU), the up CU (U_CU) and the upright CU (Ur_CU) of current CU (C_CU), as shown in
Fig. 4. Combine our two ideas, the mean edge gradient value and mean edge phase value of
current and its predictors are expressed asmE (C_CU) andmPh (C_CU), mE (T_CU) andmPh
(T_CU), mE (L_CU) and mPh (L_CU), mE (U_CU) and mPh (U_CU), mE (Ur_CU) andmPh
(Ur_CU) which can be calculated as follow.

Fig. 4 Spatial and temporal correlations of CUs
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mE Xð Þ ¼ 1= 2N � 2Nð Þ
X 2N

i¼1

X 2N

j¼1
E i; jð Þ

mPh Xð Þ ¼ 1= 2N � 2Nð Þ
X 2N

i¼1

X 2N

j¼1
Ph i; jð Þ

8><
>: ð2Þ

Where X∈{C_CU, T_CU, L_CU, U_CU,Ur_CU}. Then, the similarity of CUs in one frame
and the movement of CUs in two adjacent frames which are respectively represent by ES (Y)
and PhS (Y) (Y∈{L_CU, U_CU, Ur_CU}),EM and PhM can be calculated by formula (3).

ES Yð Þ ¼ mE C CUð Þ−mE Yð Þ
PhS Yð Þ ¼ mPh C CUð Þ−mPh Yð Þ
EM ¼ mE C CUð Þ−mE T CUð Þ

PhM ¼ mPh C CUð Þ−mPh T CUð Þ

8>><
>>: ð3Þ

Through a large number of experiments, we give a condition that is ES (Y) = 0 and PhS
(Y)∈[-π/64, π/64] which means that the mean edge gradient value of current CU is same to its
spatial adjacent CUs, and the mean edge phase value of current CU is close to its spatial
adjacent CUs, so that the edge distribution of current CU maybe similar to its spatial adjacent
CUs. On the other hand, when EM = 0 and PhM ∈[-π/64, π/64] the mean edge gradient value
of current CU is same to its co-located CU, and the mean edge phase value of current CU is
close to its co-located CU in previous frame, so that the edge distribution of current CU maybe
similar to its co-located CU in previous frame which means that there exist no object moving
in current CU. Therefore, if ES (Y) =0 and PhS (Y)∈[-π/64, π/64] or EM = 0 and PhM ∈[-π/64,
π/64] the coding information of those spatiotemporal CUs may be used in current CU directly.

3 Proposed fast inter-frame encoding scheme for HEVC encoding

As described in Section 2, there are two ideas have been proposed one is using the mean edge
gradient value to reflect the CU structure complexity, the other one is combining the depth
levels and the RD costs of spatiotemporal adjacent CUs with ES and PhS, EM and PhM to
realize our fast CU depth level decision and fast PU mode decision. In this part, we will
describe our fast inter-frame encoding scheme from three aspects in detail.

3.1 Fast all 2 N × 2 N modes decision using the mean edge gradient value

In our work we focus on inter-frame prediction and through the analysis of HEVC reference
software HM we divide PU mode into 4 parts, they are Skip mode, 2 N × 2 N mode, 2 N ×N
(N × 2 N) mode, asymmetrical and other modes. Skip mode is a special mode in HEVC
encoder, the CU size of Skip mode is also 2 N × 2 N and when current CU choose Skip mode
as its best prediction mode it will use the adjacent CUs coding information directly, so Skip
mode is the simplest one among those prediction mode. In our fast all 2 N × 2 N modes
decision method we combine Skip mode and 2 N × 2 N mode collectively call Ball 2 N × 2 N
modes^. As we analyzed in Section 2, when there is a simple edge distribution situation in one
CU means that edge value of this CU is small and the prediction mode will be simple, on the
contrary when the edge distribution situation is complex in one CU means that edge value of
this CU is large and the prediction mode will be complex. So we choose the mean edge
gradient value of current CU as a parameter for fast all 2 N × 2 N modes decision method.
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In our fast all 2 N × 2 N modes decision method, when mean edge gradient value of current
CU is smaller than a threshold, current CU choose all 2 N × 2 N modes as its best prediction
mode, and the other prediction modes will be skipped. In [16], there is a conclusion has been
proved that when the depth level of current CU is small the probability of choosing all
2 N×2 N modes as the best mode will be low. In our work, the max CU depth is 4 (depth
level can be 0, 1, 2, 3). So, in order to improve the accuracy rate of our method the fast all
2 N × 2 N modes decision method only be used when CU depth level larger than 0.

As for the threshold, through a large number of experiments, the threshold has been set as
the mean edge gradient value of the whole frame which can be represent by BmfE^. If
BmE(X)<mfE^ and the depth level of current CU is larger than 0, the prediction of current
CU is set as all 2 N × 2 N modes and the 2 N ×N (N × 2 N) mode, asymmetrical and other
modes will be skipped. For simplify the expression, we set the depth level of current CU is
larger than 0 and mE(X) <mfE as BCondition 1^. In order to prove the accuracy of the fast all
2 N × 2 N modes decision method we gave the all 2 N × 2 N modes hit rates of our method. We
choose four test sequences BBasketballPass^ (416 × 240), BBQMall^ (832 × 480), BCactus^
(1920x1080), and BTraffic^ (2560x1600) and each of them was encoded at QP =22, 27, 32,
and 37 using HM 16.0. The result is shown in Table 1.

As shown in Table 1, the hit rates of those test sequences are all exceed 90%, it means that
our proposed fast all 2 N × 2 N modes decision method have a high accuracy.

3.2 Fast CU depth level decision using depth level information with ES and PhS, EM
and PhM

As we know there is a great similarity about the depth levels distribution between current CU
and its spatial adjacent CUs or co-located CU in previous frame, just like those CUs we have
chosen in Section 2. So that, the depth levels of those CUs can be used to predict current CU’s
depth level. However, there are a lot of objects in one frame, in different objects the contents in
CU will have a great difference and if we use these CUs to predict current CU it will bring great
errors. On the other hand, in two adjacent frames the objects may have a movement. It also can
bring a great difference between current CU and its co-located CU in previous frame, in other
words, it also will make a predict error. In order to reduce those predict errors, we proposed to
use ES and PhS, EM and PhM to respectively estimate the objects similarity and movement
between current CU and its spatiotemporal adjacent CUs in advance. When ES (Y) = 0 and PhS
(Y)∈[-π/64, π/64] or EM = 0 and PhM ∈[-π/64, π/64], the corresponding CUs may have a great
similarity, so the depth levels can be used directly as candidates. For simplify the expression, we
set ES (Y) = 0 and PhS (Y)∈[-π/64, π/64] or EM = 0 and PhM ∈[-π/64, π/64] as BCondition 2^.

In our work, we use D (C) and D (Z) (Z∈{T_CU, L_CU, U_CU, Ur_CU}) to represent the
depth level of current CU and its spatiotemporal adjacent CUs, respectively. To accelerate
current CU splitting, those candidate depths are set as the max depth level for current CU. It
means that when D (C) > D (Z) the splitting process will stop. In order to confirm the
effectiveness of this method, we give the hit rates of this method only use the depth level

Table 1 The hit rates of all 2 N × 2 N modes when Condition 1 is true

Sequences BasketballPass BQMall Cactus Traffic Average

Hit rates 91.5% 90.9% 90.4% 93.1% 91.5%
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and the method use the depth level with BCondition 2^. We used the same test sequences and
same test conditions in Section 3.1 and the result is shown in Table 2.

The P (D (C) < =n | D (Z) = n) (n = 0, 1, 2) in Table 2 means the probability when candidate
depth level is n, current CU’s depth level is smaller than n. From Table 2 we can see that when
only used the candidate depth level in spatiotemporal adjacent CUs, most of the sequence have
a hit rate higher than 50%, it verified the similarity of depth levels between current CU and its
spatiotemporal neighbors. On the other hand, when we add BCondition 2^ to the depth level
only method, the hit rate promote greatly from 60 to 90%. Thus, the using of edge similarity
and edge movement can greatly reduce the predict errors which created by depth level only
predict method. But when D (Z) = 3, this predict method is equal to original HEVC CU
splitting process. Therefore, we proposed a special method for D (Z) = 3.

Through the statistical analysis we found that when D (Z) = 3 the D (C) always be larger
than 0. So this fast CU depth level decision method for depth 3 is that when D (Z) = 3 current
CU’s depth level 0 will be skipped. However, ES and PhS, EM and PhM cannot be used in this
method as above, because the more differences between current CU and its spatiotemporal
adjacent CUs the higher possibility current CU to be encoder in high depth. On the other hand,
in one frame, the object in current CU is always different from its adjacent CUs it means that
the ES and PhS cannot reflect the object changing precisely, so ES and PhS cannot be used in
this special method. Thus, we gave a new restricted condition that is the EM ≠ 0 and PhM ∈[-π/
2, -π/64)∪(π/64, π/2] which will reflect the movement of object in current CU. For simplify
the expression, we set EM ≠ 0 and PhM ∈[-π/2, -π/64)∪(π/64, π/2] as BCondition 3^. Here, the
hit rates of this special method is shown in Table 3. The same test sequences and test
conditions are adopted. From Table 3, we can see that when D (Z) = 3 current CU rarely
choose depth 0 as the best CU size. The hit rate of depth only method is average 77.6%. It
verified our discovery that when D (Z) =3 the D (C) always be larger than 0.

When BCondition 3^ was jointly used with depth only predicts method, the hit rate have a
progress from average 77.6 to 90.9% which can make this method more accurate. So the fast
CU depth level decision method can be briefly described as fellow:

Step 1 When BCondition 3^ is true, if D (Z) =3 current CU will skip the detection of depth
level 0, go to next depth level detection, else depth level 0 will be calculated and then
go to Step 2;

Step 2 When BCondition 2^ is true, if D (Z) = n (n = 0, 1, 2) the max depth level of current
CU is set as n, only calculate the depth level smaller than n or equal to n, else do the
original HEVC method.

Table 2 The hit rates comparison of the candidate depth level only method and the method corporate candidate
depth level with BCondition 2^ when candidate depth smaller than 3

Sequences BasketballPass BQMall Cactus Traffic Average

Using candidate
depth level with
BCondition 2^

P(D(C) < =0|D(Z) = 0) 95.8% 93.8% 93.0% 92.1% 93.7%

P(D(C) < =1|D(Z) = 1) 95.6% 93.8% 89.0% 90.1% 92.1%

P(D(C) < =2|D(Z) = 2) 95.1% 90.8% 90.2% 90.3% 91.6%

Only use candidate
depth level

P(D(C) < =0|D(Z) = 0) 41.0% 53.5% 65.0% 70.9% 57.6%

P(D(C) < =1|D(Z) = 1) 52.4% 54.5% 60.8% 68.5% 59.1%

P(D(C) < =2|D(Z) = 2) 77.4% 55.0% 68.5% 68.5% 67.4%
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3.3 Fast PU mode decision method using RD cost with EM and PhM

In [1, 13] the RD cost of spatiotemporal adjacent CUs have been used to realize the fast PU
mode decision. Just like Section 3.2, ES and PhS, EM and PhM can also be used with RD cost
to choose a reasonable threshold for fast PU mode decision. As described in Section 3.1, we
divided those PU mode into four modes and in our work the RD costs of those modes are
represented by R (U) (U∈{Skip, 2 N × 2 N, 2 N ×N (N × 2 N), asymmetrical and others}).
Meanwhile, the best mode RD costs of spatiotemporal adjacent CUs are represented by Rb (V)
(V∈{T_CU, L_CU, U_CU, Ur_CU}). Different from depth level method in part 3.2, we only
use EM and PhM to restrict mode detection. Because RD cost is directly calculated by inter-
frame prediction and EM and PhM can directly reflect the relationship between current CU
and it temporal adjacent frame, but ES and PhS only represent this relationship in one frame.
In our work, EM and PhM is calculated for every CUs in each frame, so the spatial adjacent
CUs of current CU have its own EM and PhM value, here we use EM (K) and PhM(K)
(K∈{L_CU, U_CU, Ur_CU}) to represented them. When EM= 0 and PhM∈[-π/64, π/64] or
EM (K) = 0 and PhM(K)∈[-π/64, π/64], there may have no objects moving in current CU or
the spatial adjacent CUs which means that the RD cost of co-located CU or the spatial
adjacent CUs may be similar to current CU so that the corresponding Rb (T_CU) or Rb (K)
can be chosen as a candidate. For simplify the expression, we set EM= 0 and PhM∈[-π/64,
π/64] or EM (K) = 0 and PhM(K)∈[-π/64, π/64] as BCondition 4^ and the reverse condition of
BCondition 4^ as BCondition 5^. Then the reasonable threshold is selected from those
candidates by formula (4).

Th ¼ max Rb T CUð Þ;Rb Kð Þf g if “Condition 4” is true
min Rb T CUð Þ;Rb Kð Þf g if “Condition 5” is true

�
ð4Þ

The Th in formula (4) is the threshold for fast PU mode decision. However, in [16] we
know that the Skip mode occupied a large part of optimal PU mode. In order to improve the
accuracy of our proposed method we gave a special threshold for Skip mode as follow.

Ths ¼
max Rb T CUð Þ ;Rb Kð Þf g if “Condition 4” is true

1=M
XM

i¼0
Rs ið Þ if “Condition 5” is true

(
ð5Þ

In (5), Ths is the threshold for fast Skip mode decision, Rs (i) is the RD cost of each CU in
previous frame which choose Skip mode as its best PU mode and M is the number of those
CUs. It means that whenBCondition 5^ is true the mean RD cost value of those CUs which
choose Skip mode as its best mode in previous frame will be chosen as threshold for Skip
mode. In addition, in different depth level current CU will have a RD cost which is acquired

Table 3 The hit rates comparison
of the candidate depth level only
method and the method corporate
candidate depth level with
BCondition 3^ when candidate
depth is 3

Sequences P(D(C) > 0|D(Z) = 3)
with BCondition 3^

P(D(C) > 0|D(Z) = 3)
Only depth

BasketballPass 92.1% 76.5%

BQMall 92.0% 82.5%

Cactus 90.9% 81.2%

Traffic 88.5% 70.1%

Average 90.9% 77.6%
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from the quarter part of this CU and will approximately be a quarter of the RD cost in previous
depth level. So we divided Th and Ths to fit each depth level as follow.

Th αð Þ ¼ 1

4α
Th; α ¼ 0; 1; 2; 3 ð6Þ

Ths αð Þ ¼
1

4α
Ths if “Condition 4” is true

1=Mα

XMα

i¼0
Rsα ið Þ if “Condition 5” is true

;α ¼ 0; 1; 2; 3

8><
>: ð7Þ

Th (α) and Ths (α) are the thresholds for current CU in depth level Bα^, Rsα(i) is the RD
cost of CU in depth level Bα^ in previous frame which choose Skip mode as its best mode and
Mα is the number of those CUs. In each CU the threshold will be calculated and then compare
it with the RD cost of current CU in each depth level in this order like Skip mode, 2 N×2 N
mode, 2 N × N (N × 2 N) mode, asymmetrical and other modes. If R (U) < Th (α) (R
(Skip) <Ths (α)) the mode detection will stop. If BU^ is asymmetrical and other modes the
process of mode decision is same to original HEVC mode decision method. To prove the
effectiveness of this method we use the same test sequences and same test conditions in
Section 3.1 to count the hit rates of mode selection which is shown in Table 4.

From Table 4 we can see the hit rates of the proposed fast PU mode decision method is
reach up to 93%. It verified that the proposed method will have a high accuracy. So the fast PU
mode decision method is that compare the calculated threshold with the RD cost of current PU
mode if RD cost is smaller than threshold the rest of mode will be skipped.

Those two methods used the previous frame to predict current CU depth level and PU mode
that will bring error accumulation so the basic reference frame will be updated by original
HEVC encoding method at the beginning of group of picture (GOP).

3.4 Overall algorithms

In order to express our proposed method clearly, first we list the restricted condition as follow.

Condition 1 The depth level of current CU is larger than 0 and mE(X) < mfE.
Condition 2 ES (Y) = 0 and PhS (Y)∈[-π/64, π/64] or EM = 0 and PhM ∈[-π/64, π/64].
Condition 3 EM ≠ 0 and PhM ∈[-π/2, -π/64)∪(π/64, π/2].
Condition 4 EM= 0 and PhM∈[-π/64, π/64] or EM (K) = 0 and PhM(K)∈[-π/64, π/64].
Condition 5 reverse condition of BCondition 4^.

And then, the proposed overall fast inter-frame encoding method algorithm is described as
follow and the flowchart of the overall fast inter-frame encoding scheme is shown in Fig. 5.

Table 4 The hit rates of using the given threshold for skip, 2 N × 2 N and 2 N ×N (N × 2 N) mode

Sequences BasketballPass BQMall Cactus Traffic Average

The hit rates
of proposed
fast PU mode
decision

P(R (Skip) < Th(α) or Ths(α)) 93.6% 92.5% 94.3% 95.2% 93.9%

P(R (2 N × 2 N) < Th(α)) 92.2% 91.7% 93.9% 95.7% 93.4%

P(R (2 N ×N or N × 2 N) < Th(α)) 92.8% 91.5% 93.6% 94.9% 93.2%
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Step 1 Start encoding, if current frame is I frame or GOP beginning go to Step 10, otherwise
calculate the edge information include mean edge gradient value and mean edge
phase value of current CU and its spatiotemporal adjacent CUs to determine whether
Condition 1 to 5 is fulfilled or not and then go to Step 2.

Step 2 Get the encoding information include D(Z),Th(α),Ths(α) from spatiotemporal adja-
cent CUs. Current CU depth level is Bd^ and d = 0, if Condition 3 is true and D
(Z)=3 go to Step 9, otherwise go to Step 5.

Step 3 Current CU depth level plus one. If current depth level is large than 3 go to Step 9,
otherwise go to Step 4.

Step 4 If Condition 2 is true and D (Z) is equal to current depth level then go to Step 9,
otherwise go to Step 5.

Step 5 PU mode decision start, the detection order of those prediction mode is that Skip
mode is first detected, second is 2 N × 2 N mode, third is 2 N ×N (or N × 2 N) mode
and the last one is asymmetrical mode. For Skip mode if Condition 4 is true the
threshold is set as Th (α) and if Condition 4 is false (Condition 5 is true) the threshold
is set as Ths (α). For other mode the threshold is set as Th (α). If RD cost of Skip
mode is smaller than the threshold Skip mode will be the best prediction mode and
then go to Step 3, otherwise go to Step 6

Step 6 For 2 N × 2 N mode the fast all 2 N × 2 N modes is used first if Condition 1or RD cost
of 2 N × 2 N mode is smaller than Th (α) 2 N × 2 N mode will be the best prediction
mode and then go to Step 3, otherwise go to Step 7.

Fig. 5 Flowchart of the overall fast inter-frame encoding scheme
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Step 7 For 2 N ×N (or N × 2 N) mode, if RD cost of 2 N ×N (or N × 2 N) mode is smaller
than Th (α) 2 N ×N (or N × 2 N) mode will be the best prediction mode and then go
to Step 3, otherwise go to Step 8.

Step 8 Detected the asymmetrical mode and then go to Step 3.
Step 9 Update the encoding information of spatiotemporal adjacent CUs, and then execute

the other encoding processes such as transform, scaling, quantization and Entropy, if
current frame is the last frame of test sequence the encoding process will be stop,
otherwise read next frame and go to Step 1.

Step 10 Do original HEVC encoding method and store the encoding information of spatio-
temporal adjacent CUs, and then execute the other encoding processes such transform,
scaling, quantization and Entropy, if current frame is the last frame of test sequence the
encoding process will be stop, otherwise read next frame and go to Step 1.

4 Experimental results

In order to evaluate the effectiveness of the proposed fast inter-frame encoding scheme, we
implemented it into the recent HEVC reference software HM16.0 and common test conditions
are shown in [2].

There are 8 test conditions (reflect combinations of 8 and 10 bit coding, and of intra-only,
random-access, and low-delay settings) defined in this standardization, because of the pro-
posed method is used for inter-frame, so we choose two cases random access (RA) and low-
delay B (LD) to conduct our experiments. The CTU size is set as 64 × 64 and max CU depth is
4. Fast search mode and fast encoder decision are enabled and the search range set as 64. The
test sequences we used are recommended by JCT-VC with five classes in different resolutions
(class A 2560 × 1600/ class B 1920 × 1080/ class C 832 × 480/class D 416 × 240/ class E
1280×720) and four QPs of 22, 27, 32, and 37 are selected to evaluate the proposed algorithm.
The performance of the proposed scheme is measured by the Bjøntegaard difference bitrate
(BDBR) and encoding time saving. The variation of encoding timeΔT is calculated as follow.

ΔT ¼ THEVC−Tproposed

THEVC
� 100% ð8Þ

THEVC and Tproposed are the encoding time of using the original algorithm in HEVC
reference software and the proposed method in our work, respectively. Table 5 shows the
experimental results for our proposed fast CU encoding scheme which include the fast all
2 N × 2 N modes decision, fast CU depth level decision and the fast PU mode decision. As
shown in Table 5, the fast all 2 N × 2 N modes decision can achieve average 24.7% encoding
time reduction and only with average 0.7% BDBR loss, the fast CU depth level decision
method can achieve average 24.9% encoding time reduction and only with average 0.4%
BDBR loss and the fast PU mode decision method can achieve average 34.7% encoding time
reduction and only with average 0.6% BDBR loss. From these results we can see that our
proposed three methods can achieve good complexity reductions and with little BDBR losses.
The combination of these three methods can achieve average 56.9% encoding time reduction
and only with average 1.5% BDBR loss. For the test sequences in Class E, the encoding time
reductions exceed 70% and most of the high resolution sequences, such as the test sequences
in Class A and B, the time reductions exceed 60%, it means that our method will be useful in
high resolution video.
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To evaluate the effectiveness of the proposed fast inter-frame encoding scheme, we
compare our proposed method with four state-of-the-art fast encoding methods [13, 16, 20,
23] under the RA and LD conditions, respectively. We have tested our proposed method in
different versions of HEVC reference software such as HM16.0, HM12.0, and HM10.0 and so
on. We also test our method in different hardware platforms. We found that in those reference
software and hardware platforms our proposed method have a same encoding performance. So
the proposed method is independent of different versions of HEVC reference software and
hardware platforms. Table 6 and 7 show the comparisons of encoding time reduction and
BDBR loss for the proposed fast inter-frame encoding scheme and the other methods under the
RA and LD conditions, respectively.

As shown in Tables 6 and 7, the performance of proposed overall fast inter-frame encoding
scheme is better than those state-of-the-art fast encoding methods in [13, 16, 20, 23] in terms of
encoding time reduction and BDBR loss for the RA and LD cases, respectively. In Table 6,
under the RA condition the average encoding time reduction is 53.7% with 1.5% BDBR loss
while Shen’s method [13, 16] achieved time saving 47.7% with 0.7% BDBR loss and 40.7%
with 1.6% BDBR loss, respectively. For test sequence BTraffic^ the encoding time reduction
can reach up to 63.2% with 2.0% BDBR loss and the best performance in [13] is 52.2% time
reduction with 1.4% BDBR loss and in [16] is 59.3% with 0.9% BDBR loss. As we can see
the proposed overall fast inter-frame encoding scheme outperforms the other two methods in
[13, 16] in encoding time saving. Although the BDBR loss is higher than the method in [16] it
also small enough that can be accept. In Table 7, we compare our proposed scheme with the
method in [20, 23] under the LD condition. The average encoding time reduction is 54.9% and

Table 6 Result comparison of proposed overall method with recent works for RA condition

Class resolution Sequences Proposed overall fast
encoding scheme

Fast encoding
scheme in Shen
et al. [16]

Fast encoding
method in Shen
et al. [13]

BDBR(%) ΔT(%) BDBR(%) ΔT(%) BDBR(%) ΔT(%)

Class A 2560 × 1600 Traffic 2.0 63.2 0.9 59.3 1.5 52.1

PeopleOnStreet 1.5 48.4 1.1 38.3 1.4 30.4

Class B 1920 × 1080 Kimono1 2.5 58.6 0.7 42.8 0.8 45.3

ParkScene 1.7 61.8 1.1 56.4 1.4 47.2

Cactus 1.6 60.3 0.9 54.7 1.2 46.6

BasketballDrive 2.1 57.5 0.6 48.7 1.4 46.0

BQTerrace 1.5 60.0 0.7 58.8 1.4 52.2

Class C 832 × 480 BasketballDrill 1.5 51.1 0.1 46.3 1.7 46.1

BQMall 1.4 52.8 0.9 52.2 3.5 50.2

PartyScene 1.5 53.8 0.8 42.7 1.2 42.5

RaceHorses 1.6 46.6 1.0 34.6 1.9 27.9

Class D 416 × 240 BasketballPass 0.9 55.5 0.4 51.4 1.9 33.4

BQSquare 1.2 57.3 0.5 53.5 1.4 37.2

Blowingbubbles 1.1 42.6 0.6 44.0 0.9 31.5

RaceHorses 1.1 35.9 0.9 31.5 0.8 21.2

Average 1.5 53.7 0.7 47.7 1.6 40.7
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BDBR loss is 1.8% for our method which is better than 46.1% encoding time reduction with
2.0% BDBR loss in [23] and 39.9% encoding time reduction with 2.2% BDBR loss in [20].
From the experiment results we can see that our proposed fast inter-frame encoding scheme
can achieve a better performance in encoding time reduction than these state-of-the-art
methods and just bring a negligible BDBR loss.

5 Conclusion

In this paper, we propose a fast Inter-frame encoding scheme utilizes the mean edge gradient
value to reflect the video contents complexity, the edge similarity and the edge movement to
reflect the video contents similarity. According to the mean edge gradient value to fulfill the
fast all 2 N × 2 N modes decision, and use edge similarity and edge movement to selectively
use the spatiotemporal encoding parameters to reduce the encoder complexity of HEVC. There
are three approaches, a fast all 2 N × 2 N modes decision use the mean edge gradient value, a
fast CU depth level decision uses the spatiotemporal CUs depth levels with the edge similarity
and the edge movement and a fast PU mode decision uses the spatiotemporal CUs RD costs
with the edge movement. The experimental results show that the proposed fast method can
reduce the computational costs which can be represented by encoding time reduction reach up
to 53.7 and 54.9% on average only with average 1.5 and 1.8% BDBR losses for various test
sequences under RA and LD conditions, respectively. Furthermore, it consistently outperforms
those state-of-the-art fast encoding methods in [13, 16, 20, 23].

Table 7 The result comparison of proposed overall method with recent works for LD condition

Class resolution Sequences Proposed overall fast
encoding scheme

Fast encoding
scheme in Zhang
et al. [23]

Fast encoding
method in Xiong
et al. [20]

BDBR(%) ΔT(%) BDBR(%) ΔT(%) BDBR(%) ΔT(%)

Class B 1920 × 1080 Kimono1 2.8 58.7 0.9 45.9 2.4 36.7

ParkScene 2.2 60.2 1.9 45.2 2.5 39.8

Cactus 1.8 58.1 2.9 48.1 2.5 43.8

BasketballDrive 1.7 59.5 2.5 47.8 4.6 46.0

BQTerrace 2.0 58.3 2.2 54.4 1.6 31.9

Class C 832 × 480 BasketballDrill 1.4 52.6 2.0 46.8 1.7 44.2

BQMall 1.6 50.6 2.7 50.2 1.9 42.4

PartyScene 2.0 50.6 1.6 43.1 1.5 30.3

RaceHorses 1.5 44.2 1.6 33.4 2.0 30.9

Class D 416 × 240 BasketballPass 1.2 49.1 2.7 34.9 1.2 44.5

BQSquare 1.6 51.5 1.9 38.8 2.3 33.0

Blowingbubbles 1.3 39.1 0.8 35.6 1.7 25.6

RaceHorses 1.2 37.7 1.9 26.0 1.5 31.1

Class E 1280 × 720 FourPeople 1.5 68.6 2.2 64.2 2.3 53.6

Johnny 2.5 68.4 1.9 59.5 2.1 50.8

KristenAndSara 2.6 71.8 3.0 63.6 2.6 53.1

Average 1.8 54.9 2.0 46.1 2.2 39.9
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