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Abstract Reversible data hiding based on prediction methods is a data hiding technique
wherein secret bits can be efficiently hidden into cover images. In this paper, we propose a
reversible data hiding method based on multiple prediction methods and local complexity. At
each level of data hiding algorithm, we evaluate four prediction methods to decide which
method should be chosen to embed secret messages. We propose two tactics to evaluate and
select prediction methods. When a prediction method is chosen to perform a shifting and
embedding process, a threshold based on local complexity is used to determine which pixel
should join the shifting and embedding process. If the local complexity of a pixel is smaller
than the threshold, the pixel will join the process; otherwise, the pixel will cease to join the
process. Therefore, more pixels will avoid executing pixel shifting. Doing so results in stego-
images with lower distortion. The experimental results show that our embedding capacity and
quality is superior to those of other approaches.

Keywords Reversible data hiding - Variance - Image quality - Prediction

1 Introduction

Reversible data hiding is an application of data hiding that can not only embed secret messages
into images, but also can restore the original images after secret messages have been extracted
[5, 24]. Thus far, reversible data hiding has been used in applications such as military maps,
medical images [1, 20], and legal texts.

Several reversible data hiding schemes have been proposed [2, 8-18, 21-23,
25-27, 29-34]. The reversible data hiding (RDH) technique can be divided into three
domains, spatial domain [1, 2, 8-18, 21-23, 25-27, 29-34], frequency domain [3],
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and compression domain [28]. For the spatial domain, the RDH techniques could be
performed into three categories, liked as DE-based (difference-expansion-based) [2,
14, 26] and HS-based (histogram-based) [22, 32], pixel-value ordering [29]. Accord-
ing to these studies, many studies have used a variety of techniques to enhance and
expand the capacity and/or quality of difference-expansion-based or histogram-based
reversible data hiding methods. Tian (2003) presented a reversible data hiding method
based on difference expansion [26]. He partitioned an image into pairs of pixel
values, selected expandable difference numbers for difference expansion, and embed-
ded a payload which included an authentication hash. In 2004, Alettar improved upon
Tian’s method by utilizing a quad-based algorithm to enlarge the data embedding
capacity [2]. Subsequently, some authors used prediction and selection methods to
enhance the difference-expansion-based data hiding approach. For example, Lee et al.
(2010) predicted a pixel by its left-hand and upper adjacent pixels [13]. In 2011, Yang
and Zeng programmed a method of choosing a pixel by the character of its local
pixels [16]. Conversely, Ni et al. (2006) presented a reversible data hiding method
based on the histogram [22]. Their method guaranteed that the change in each pixel in
the stego-image remained within +1. Doing so ensured that the peak signal-to-noise
ratio (PSNR) value of the stego-image would be at least 48 dB.

However, because Ni et al.’s method (2006) used pixel values in the original image to create
a histogram, the peak points of the histogram were not high enough. Therefore, many
researchers applied prediction methods to improve the structure of the histogram. For example,
Lin et al.’s difference-image scheme [18], Tsai et al.’s predictive coding scheme [27], and Yang
and Tsai’s interleaving prediction scheme [31]. Li et al.’s difference-image scheme sorted out
many methods and provided a framework of histogram-based reversible data hiding with
which to create a framework for data hiding and date extraction [15]; however, the testability
of this framework was a minor problem.

Usually, steganography is one of the most important components of an information hiding
algorithm. Some detection approaches have been proposed such as the spatial rich model
(SRM) [7] and maxSRMd2 [4]. More methods, such as syndrome-trellis codes (STCs) and
matrix embedding, have been proposed for minimizing the distortion in steganography and
passing the detection of hidden information [6, 19].

In this paper, we propose a reversible data hiding scheme based on four prediction methods
and local complexity. Here, secret data is embedded into the cover image, level by level [18].
At each level of data hiding alogrithm, an interleaving grouping approach is applied to divide
the cover image into four groups [31]. Next, one of the four prediction methods is chosen to
apply to each group within a level. In processing the pixels of each group, the predicted error is
computed between the current pixel value and its predicted pixel value. Then, the local
complexity, i.e., pixel variance, is analyzed to determine whether or not the predicted error
will join the process of pixel shifting and data embedding. After pixel shifting and data
embedding have been executed within one level, the difference between a cover pixel and a
stego-pixel remains within +1.

The rest of this paper is organized as follows. In Section 2, the interleaving prediction
method proposed by Yang and Tsai in 2010 is introduced [31], the predicted error expansion
method proposed by Lee et al. in 2010 is explained [13], and a general framework proposed by
Li et al. in 2013 is introduced [15]. In Section 3, our reversible data hiding is presented. The
experimental result of our scheme is demonstrated in Section 4. Finally, the conclusion is given
in Section 5.
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2 Related work
2.1 Yang-Tsai’s interleaving prediction method

Yang and Tsai proposed a reversible data hiding scheme based on interleaving
prediction and histogram shifting [31]. The interleaving prediction method is used
to promote the altitude of the peak point in histogram. The idea likes a chessboard,
as shown in Fig. 1, and contains two stages. In the first stage, pixels with white-
color are processed and predicted by their neighboring pixels of black-color. After
that, in the second stage, black pixels are processed and predicted by their neigh-
boring white pixels.

The detailed steps of the first stage are as follows. Let P;; be a white pixel, where (i, /) is the
location, and D; ; be the predicted error between P; ; and its predicted value. All predicted errors
are collected to generate a histogram HS(D). Then, the following steps are executed, where
each D;; is changed into a new value D’; ;.

Step 1:  Find two pairs of peak and zero points (Peak;, Zero,) and (Peak,, Zero,) from the
histogram HS(D), such that Zero,<Peak,<Peak|<Zero,.
Step 2:  Shift the value of the predicted error D;; by 1 in the following cases.

Case A: Change all values in the range of [Zero, +1, Peak,-1] to the left by 1 unit. This
indicates that D’;; is set to D;;-1 as D;; € [Zero, +1, Peak,-1].
Case B:  Change all values in the range of [Peak; +1, Zero,-1] to the right by 1 unit. This
shows that D’;; is set to D, ; +1 as D;; € [Peak; +1, Zero,-1].
Step 3:  Conceal a secret bit when the predicted error D;; is equal to Peak; or Peak, as the
following two cases.

Case A:  If the to-be-embedded bit is 0, predicted error D;; is unchanged. It indicates that
D’i,]' is set to Di,]"

Fig. 1 A chessboard with white
pixels and black pixels
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Case B: If the to-be-embedded bit is 1,

D.. = Dj;+1, if D;; = Peak
Y\ Diy—1,  if Dy = Peak,

Step 4 Transform all the predicted errors D’;; into pixel values by running the inversed
interleaving prediction. Then, output the stego-image.

The outputted stego-image is used as the input image of the second stage. The second stage
processes all black pixels. After the second stage is processed, another two pairs of peak and
zero points (Peak,, Zero,) and (Peak,, Zero,) are created and the final stego-image is obtained.

2.2 Lee et al.’s prediction-error expansion method

Lee et al.’s method belonged to category of difference expansion [13]. This work took the
concept of the predicted error and a threshold 7/ into consideration. For a current pixel P;,
they used its left and up adjacent pixels to create a predicted value P; ; and calculated the
predicted error between P;; and 13,-, j- To be reversible, the first row and first column of the
image is unused for data hiding and the image is processed from left to right and from top to
bottom. The detailed embedding algorithm of Lee et al.’s approach is described below.
Assume that the left and up adjacent pixels of the current pixel P;; are (P, P>). The

predicted value 13,3 ; 1s defined as Eq. (1).
P+ P,
=252 (1

~y

2

The predicted error is estimated by d = |P;;—P;;|. A bit s is embedded into pixel P;;
according the following cases, where P’;; is the resulted stego-pixel.

Case A: Ifd <TH, bit s can be hidden by the following function:

P42 xd+s,if P ;<P;;
Pli/’_{ J J=E (2)

P =2 x d + s, otherwise

Case B: If d>TH, the current pixel cannot tolerate embedding a secret bit, and this pixel
needs to run the following function:

P=4 Pt (TH +1),if P j<P; 3)
P; j—TH, otherwise

2.3 Li et al.’s general framework method

Li et al. proposed a general framework to construct histogram-based reversible data hiding in
2013 [15]. By the proposed framework, one can get a reversible data hiding algorithm by
simply designing the so-called shifting and embedding functions. One of their embedding

algorithms is described below.
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Fig. 2 A 3.3 block

For a 3 x 3 block x =x, x5,..., Xog shown in Fig. 2, they took the following linear predictor
with non-uniform weight to predict xs.

1 3
:E(xl+X3+x7+x9)+ﬁ(x2+x4+x6+x8) (4)

Xs
The prediction-error is denoted as es = x5—Xs.
Utilize the smooth pixels for reversible data embedding whereas ignoring the noisy ones

will significantly reduce the embedding distortion. Then they took the following function
C(x) = max{xy, ..., Xs, X6, ..., Xo }—min{xy, ..., X4, X, ..., Xo } (5)

to measure the local complexity of pixel x5 and used an integer-valued parameter s to select
smooth pixels.
For an integer threshold >0, take #; = |£| and ¢, = [£]. They then defined as following:
(1) S={xeZ’:—f<es<t, C(x)<s}and T=7°—S.
(2) For x € T, gx)={(x1, ", xa,x5 + ty, x5, ", X9) ,if eSZStr and C(x) < s
(x1, ", X4, X5~ 1, X6, """, Xg) , if eS<5—t, and C(x) < s x,if C(x)>s
(3) Forx e Sandme {0,1}, fin(x) = (x1,..., X4, X5 + L€5] + M, Xg,. .., Xog).

In the above definitions, S means the set of blocks where each block will be used to embed
a secret bit m. T'is the set of blocks where each block will do a shifting operation or nothing.

2.4 Our proposed methods

Our method takes four different prediction methods and their corresponding variance calcu-
lations into consideration. Firstly, the cover image is divided into four groups — Groupl,
Group2, Group3, and Group4 — using an interleaving grouping method. Figure 3 shows a
grouping result, wherein each cell indicates a pixel and the number in the cell indicates the
group number of the cell. Then, each stage with four processes is used to process the four
groups, respectively. At each stage, the four prediction methods are evaluated, and the one with
the largest capacity or the highest efficiency ratio is selected. Using the chosen prediction
method, all pixels’ predicted errors and variance values are created using their neighboring
pixels. A threshold 7H is determined by variance values to decide whether or not a pixel will
join the shifting and embedding process, is given in following subsections.
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f(ffi ;rollilrt’:rleaving grouping with ) ) : 5 :
3 4 3 4 3
1 2 1 2 1
3 4 3 4 3
1 2 1 2 1

2.5 Data hiding algorithm

We take the first stage, which processes Groupl, to describe our data hiding method. As shown
in the gray part of Fig. 3, one Groupl pixel, says P, ;, is surrounded by eight neighboring pixels
which belong to the other groups. Four prediction errors and four variance values of the four
prediction methods are calculated as follows.

(1) Chessboard prediction: For each pixel P;; in Groupl, its neighboring Group2 and
Group3 pixels are chosen to predict P;;. The predicted value 13,;_, is the averaged gray
value of the chosen pixels. The predicted error D;; is defined as P;; — P;,. Besides, a
variance value V;; is defined as the variance of the chosen pixels.

(2) Edge prediction: For each pixel P;; in Groupl, the difference of its neighboring Group2
pixels and the difference of its neighboring Group3 pixels are calculated. The two pixels
with the smaller difference value are chosen to predict P;;. Then, the predicted error D;;
and the variance value V;; are calculated.

(3) Squared prediction: For each pixel P;; in Groupl, P;; is predicted by the averaged gray
value of its neighboring Group2, Group3, and Group4 pixels are chosen to predict P;;.
Then, the predicted error D;; and the variance value V;; are calculated.

(4) Max-min-omitted prediction: For each pixel P;; in Groupl, its neighboring Group2 and
Group3 pixels excluding the two pixels with the maximal value and the minimal value
are chosen to predict P;;. Then, the predicted error D;; and the variance value V;; are
calculated.

2.5.1 Algorithm data-embedding-of-the-first-stage
Input: Cover image /, secret message S, embedding cost C, tactic A or tactic B.
Output: Stego Image I, the couple data (Peak;, Zero,) and (Peak,, Zero,), a variance

threshold TH, prediction method M.

Step 1: For each pixel P;; in Groupl, a predicted error D;; is calculated by each of the
following four prediction methods M;, M,, M3, and My:

*  M;: Chessboard prediction
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Case A:  If P;; is has only two neighboring pixels P; and P, belonging to Group2 and
Group3, the predicted error D;; is given as

Py +P2J. (©)

D;; = Pi‘,j_\‘ >

Case B: If P;; has only three neighboring pixels P;, P, and P; belonging to Group2
and Group3, the predicted error D;; is given as

Py +P2+P3J

Di;=P zij{ 3 (7)

Case C:  If P;; is has four neighboring pixels Py, P, P3, and P4 belonging to Group2
and Group3, the predicted error D;; is given as

P|+P2+P3+P4J (8)

D,‘ i — P i
5] 5] \‘ 4
* M,: Edge prediction

Case A: The same to Eq. (6).
Case B:  The same to Eq. (7).
Case C: If P;; has two neighboring Group2 pixels P; and P, and two neighboring
Group3 pixels P5 and Py, the predicted error D;; is given as
If |P1-P2| > |P3-Py4l, Di; = P; j— {#J;
else,

P, +P
Dy, = PAJ_L 1+ 2J.

2

*  Mj: Squared prediction

Case A:  If P;; has only three neighboring pixels P;, P,, and Ps, the predicted error D;;
is given as

P+ P +P3J (10)

Di; =P~ { 3

Case B: If P;; has only five neighboring pixels P, P>, P3, P4, and Ps, the predicted
error D;; is given as

P1+P2+P3+P4+P5J (11)

D;; =P, —

5] 5] \‘ 5

Case C: If P;; has eight neighboring pixels Py, P,, P3, P4, Ps, Ps, P7, and Py, the
redicted error D;; is given as

P P P P P P, P P
Di,j:Pi,j_L 1+P,+P3+ 4;- s + P + P7 + SJ' (12)

* M, Max-min-omitted prediction
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Case A: The same to Eq. (6).

(13)

P, +P
Di,j:Pi.j_\‘ 2+ 3J.

2

Case B:  The same to Eq. (7).
Case C:  If P;; has four neighboring Group2 and Group3 pixels Py, P,, P3, and P, with
P-P>-P3-P,, the predicted error D;; is given as

Step 2:  For each prediction method M,, a histogram is created from its predicted errors and
two pairs of peak and zero points are (Peak;, Zero,) and (Peak,, Zero,) with
Zeror<Peak,<Peak,<Zero;, i=1, 2, 3, 4.

Step 3: Let the number of pixels falling in Peaky;, Peak,;, [Peak,+1, Zeroy;], and [Zero,;,
Peak,-1] be Jy;, Jo, 1h;, and Ip;, respectively. Select a prediction method M in the
following two cases.

Case A: Iftactic A is inputted, the selected prediction method M is defined as
M:.':1rgA/Lj?:zal)‘(m4 {J1i + Jai} (14)

Case B: Iftactic B is inputted, the selected prediction method M is the method with the
maximal efficiency ratio, where the efficiency ratio R; is defined as

Jut Ju

=1 "2 i=1,2, 3,4 15
Iy + Iy (15)

i

Step 4: The selected method M is used to process Groupl to embed secret data. Using
method M, let its predicted errors D;;, two pairs of peak and zero points (Peak;,
Zeroy) and (Peak,, Zero,) with Zero,<Peak,<Peak,<Zero; have been calculated.
Additionally, for each pixel P;; in Groupl, a variance value V;; is calculated by the
selected prediction method. The variance calculations of the four prediction methods
are similar, here only the chessboard prediction’s calculation is shown below:

Case A: If P;; has only two neighboring pixels P; and P, belonging to Group2 and
Group3, the variance value V;; is given as

("5 2)) + (e 57)) ]

Case B:  If P;; has only three neighboring pixels P, P>, and P; belonging to Group2 and
Group3, the variance value V;; is given as

O A R == |

(17)

Vij=2 (16)

Case C: If P;; has four neighboring pixels Py, P>, P5, and P, belonging to Group2 and
Group3, the variance value V;; is given as
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P, +Py+ P+ Py |\?
Vi, = <P1— { 1+ 2: 3+ 4J)

Pi+Py+Ps+ Py |\
—|—(P2— 1 243 4)

Pi+Py+Ps+ Py |\
+(P3— 1 243 4)

P+ Py + Py + Py |\?
+(P4— 1 2 3 4).

. (18)

Step 5: Two arrays V.., and Vg, are created, where their 7th elements are defined as

Vpeak[r] = |{P,»,J»|Pi7jeGroup1,D,-,j = PeakyorPeak,,V;; = r}| (19)

Vaiplr] = !{P,_j|P,~,j€Gr0upl,D;\,»E[Peakl + 1, Zeroi]or [Zeroy, Peak,—1),V; ; = r}! (20)

where 7 is a non-negative integer and |.| means the size of the set.

Step 6: Using the embedding cost C, TH is the maximal non-negative value satisfying

Vsnin[7]

< C,0<r<TH. 21
Vet @

Step 7: Use TH to distinguish whether a Groupl’s pixel P;; will join the shifting and
embedding process or not by setting the following flag:

_J1, ifV,;<TH.
Flag;; = {0 , if Vi, > TH.

If Flag; ;= 0, it means that the pixel P;; in Groupl will not join the shifting and
embedding process; If Flag;;=1, it means that the pixel P;; in Groupl will join the
shifting and embedding process.

Step 8:  Run the following cases for each predicted error D, ; and its variance V;;.

Case A: If Flag;;= 1 and the predicted error D;; is equal to Peak; or Peak,, fetch a secret
bit from S and do the following two cases:

Case Al: If to-be-embedded-bit is 0, D’;; is set to D; ;.
Case A2: If to-be-embedded-bit is 1,

IfDlj = Peakh D,i,j = Di,j +1
IfDl'ﬁ]' = P@(lkz, Dl,"j = D[ﬁj*l.

Case B: If Flag;;=1 and the predicted error D; ; falls into the range of [Zero, + 1, Peak>-
1] or [Peak; + 1, Zero,-1], shift predicted error D, ; by one unit as follows:

If D; je[Peak, + 1, Zeroy~1], D'y =D;;+ 1
If D; je[Zero, + 1, Peaky=1], D';; = D;j~1.
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Case C:  1If Flag;;=0, do nothing, that is, D’;; is set to D; ;.
Step 9: Transform each predicted error D’;; into pixel value P’;; by the inverse of the
prediction method M. Finally, all pixel values P’;; form the stego-image I'.
Step 10:  Output two pairs (Peak;, Zero,) and (Peak,, Zero,), a variance threshold 7H, and a
prediction method M.

The above algorithm, which processes Groupl, is for the first stage of level-one data hiding. For
reducing the time complexity, the second, third, and forth stages will use the same selected method
M of the first stage. In Step 6, if none of r values satisfies Eq. (21), TH will not exist. In this case,
none of secret data will be embedded in this stage. To avoid that none of data can be embedded in the
next following levels, we increase the embedding cost C by a fixed value whenever a new level is
processed. Note that the outputted parameters in Step 10 can be seen as secret data and can be
embedded in the next stage. So, only the outputted parameters of the last stage cannot be embedded.

2.6 Data extracting and recovering algorithm

The data extracting and recovering algorithm is similar with the data embedding algorithm.
Following shows the detailed steps of the data extracting and recovering algorithm for the last stage.

2.6.1 Algorithm Extracting-and-Recovering-of-the-Last-Stage

Input: Stego image I, two pairs (Peak,, Zero,) and (Peak,, Zero,), a variance threshold 7H, a
prediction method M.
Output: Cover image /, secret message S.

Step 1:  For each pixel P’;; of stego-image I’, compute its predicted error D’;; and variance
value V’;; by the prediction method M.
Step 2: For each predicted error D’;; and its variance value V’
extracting and pixel recovering process.
If V’;;>TH, do nothing, that is, D, ;= D’; .
If V*;;<TH, do the following cases.

i/» tun the following data

Case A: If the predicted error D’;; is equal to Peak; or Peaks,, obtain a secret bit 0 and
recover the predicted error as D, ;=D’; ;.
Case B: IfD’;;= Peak, + 1, extract a secret bit 1 and recover the predicted error as D; ;=

D1
If D’;;= Peak,-1, extract a secret bit 1 and recover the predicted error as
D;;=D";+1.
Case C: If D’;; falls into the range of [Zero,, Peak,-2], recover the predicted error as
D;j=D";;+1.
If D’;; falls into the range of [Peak, + 2, Zero, ], recover the predicted error
as D;;=D"; 1.

Step 3:  Transform all predicted errors D;; into pixels P;; to form the cover image /.
Step 4:  Output the cover image 7 and all extracted message S.

Note that variance value V’;; in the data extracting and recovering process is the same to the
variance value V;; in the corresponding data hiding process. The reason is that both V;;and V’;;
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are calculated from neighboring pixels, which are unchanged after the corresponding data
hiding process is finished. Therefore, V’;; can be used to judge whether D’;; joins the data
extracting and pixel recovering process.

2.7 Overflow/Underflow

Overflow and underflow occur when the shifting and embedding process causes a pixel’s value
to be over 255 or under 0. To cope with this issue, we pre-modify the pixels that are susceptible
to overflow or underflow, and use a location map to record this information. This information
can be seen as a part of the secret data, given that it is embedded into the cover image.

In our histogram-based reversible data hiding method, each pixel will change by +1, at
most, at every level. Therefore, before embedding secret data into the image at a given level,
we pre-transform pixels with values of 0 and 255 into pixels with values of 1 and 254,
respectively, to prevent overflow and underflow as follows:

p o L ifPy=0
T\ 254, if Py = 255.

Also, judge those modifications, the location map is created before those modifications as follows:

L[k]_ 0, ifPiJ:l OI'P,'J:254
- 1, ifPiyjIOOI'Pi,jZZSS,

where £ is an index for those recorded pixels. Therefore, in each level, the size of the location map is &
bits if there are k pixels with values equal to values 0, 1, 254, or 255.
3 Experimental results

In this section, we provide the resultant of embedding capacity and image quality to demon-
strate the performance of our proposed scheme. In our experiment, ten gray images with size

® (® (h) @ 0}

Fig. 4 The ten cover images with size 512 x 512; (a) Airplane; (b) Baboon; (¢) Boat; (d) Lena; (e) Peppers; (f)
Barb; (g) Girl; (h) Gold; (i) Toys; (j) Zelda
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Table 3 The compared resultant among our approach (embedding cost C'=30), Lin’s, Hsiao’s and Yang’s
schemes

Images Linetal.’s Hsiao et al.’s  Lin and Hsueh’s Yang and Tsai’s  Our approach Our approach
method [18]  method [17] method [30] method [31] (tactic A) (tactic B)

Airplane 362,847 286,488 367,392 397,712 742,082 750,408
Baboon 230,079 138,398 162,544 184,468 576,014 575917
Boat 314,196 266,724 307,937 294,944 510,963 513,744
Lena 346,568 303,700 309,166 420,986 596,903 604,839
Peppers 342,175 303,736 356,450 374,837 570,497 557,048
Average 319,173 259,809 300,698 334,589 599,291 600,391
Ratio 53.16 % 43.27 % 50.08 % 55.72 % 99.81 % 100 %

PSNR  30.19 30.00 30.26 30.25 30.27 32.75

Table 4 The compared resultant between our approach and other schemes, for an embedding capacity of 20,000
bits

Image Huetal Luoetal. Lietal. Hong Lietal.  Our approach Our approach
[10] [11] [16] [21] [15] (Tactic A) (Tactic B)

Lena 52.86 53.83 54.82 54.92 55.93 61.32 62.02
Airplane 54.63 55.43 56.84 58.58 59.26 62.33 62.33
Peppers  50.64 52.19 52.55 52.16 53.31 57.32 61.42
Sailboat  50.69 52.17 53.25 52.03 53.19 57.78 57.63
Average 52.21 53.41 54.37 54.42 55.42 59.69 60.85

80 T T T T T T T T

Il Ying and Tsai
70 [ TJour proposed (tactic A) | |
[ - ) Il our proposed (taictic B)

60— —

15 25 3 35 4 ¥
Hiding Payload(bits) x10°

-
n

Fig. 5 The PSNR comparison of Lena image between our approach and Yang and Tsai’s scheme based on
various hiding payload
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Table 5 Comparison between Lee et al.’s scheme and our proposed scheme with the same embedding ratio

Lee et al.’s scheme [13] Our approach (tactic A) Our approach (tactic B)
ER(bpp) PSNR ER(bpp) PSNR ER(bpp) PSNR
Lena 0.14 48.47 0.14 58.59 0.14 58.89
0.98 32.17 0.98 46.92 0.98 46.30
Baboon 0.05 48.25 0.05 62.92 0.05 63.11
0.62 30.02 0.62 46.48 0.62 47.39

512 x 512, which are depicted in Fig. 4, are used, and the secret message is obtained by
random generation. To estimate the image quality, we applied the function of peak-signal-to-
noise-ratio (PSNR) defined as Eq. (22). To estimate the embedding capacity, the function of
ER (Embedded Ratio; bpp) is adopted, where ER = total embedded bits / size of cover image.
In order to run the program efficiently, the embedding cost C is only inputted on the first level.
Then, the C value is added by 0.5 on each of the following levels. Besides, for each level, the
four stages will use the same prediction method which is chosen by the first stage.

2552
PSNR = 10 x log;, <W) (22)

where MSE is the mean square error between the cover image and the stego-image.

Tables 1 and 2 show the experimental results using tactics A and B, respectively. Because
every level tries to choose a better prediction method, our approach can embed more secret
data on every level. Besides, because the prediction methods have different characteristics, it
can avoid using the same prediction method on every level such that some regions of pixel
have been changed too much.

Table 3 shows a comparison between experimental results using methods proposed by Lin
et al. [18], Hsiao et al. [17], Lin and Hsueh [30], Yang and Tsai [31], and our approach. From
Table 3, one can see that that our approach clearly has more capacity when the PSNR values
are similar. We have embedded at least 44 % (= 99.81 % — 55.72) more capacity than other
methods due to the fact that our approach chooses the more efficient prediction method at
every level.

Table 4 shows a comparison between methods proposed by Hu et al. [10], Luo et al. [11], Li
et al. [16], Hong [21], Li et al. [15], and our proposed scheme. Our scheme has demonstrated
better image quality than that of other methods when the size of the embedded payload is
20,000 bits, because our approach prohibits some prediction errors from entering the process
of pixel shifting. In addition, we use four different prediction methods. The threshold, TH,
strategy in our proposed scheme has efficiently eliminated the distortion caused by pixel
shifting. This enables superior PSNR performance compared to that of previous studies.
Figure 5 shows a comparison of PSNR values between our approach and that of Yang-Tsai
[31], based on various embedded capacities. The average PSNR value using Yang-Tsai’s
method is 52.52 dB, while the PSNR value using our tactic A approach is approximately
58.88 dB. Furthermore, using tactic B approach generated approximately 61.26 dB, which
significantly improved upon Yang-Tsai’s method by 6.36 and 8.74 dB, respectively.

Importantly, some overhead is needed in our approach. To record a peak point, an origin,
TH value, and a prediction, M, require 9, 9, 8, and 2 bits, respectively, for a total of 46 bits

@ Springer
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Fig. 6 Comparison results among our proposed scheme and other reversible schemes for images: (a) Lena; (b)
Baboon

needed for a given stage. These overhead bits can be embedded into the image when the next
stage is processed. Accordingly, if the data hiding program is executed for 20 levels, the
required overhead will only be 3,680 bits, which is very small compared to the embedding
capacity.

In addition, as shown in Table 5 we also compared the result with the previous work of Lee
et al.’s scheme [13]. From this table, it is obvious that the averaged stego-image qualities of
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(b)

Fig. 7 a Cover image Lena. b Stego-image Lena with capacity = 300,288 bits and PSNR =39.05 dB

(b)

Fig. 8 a Cover image Baboon. b Stego-image Baboon with capacity =317,015 bits and PSNR =36.30 dB

Table 6 Experimental results of Lena using tactic A and different C values

Lena Cc=5 c=10 c=15 =20 C=30

Level 1 Capacity 86,633 88,673 89,745 90,322 99,936
PSNR 55.18 54.35 51.95 50.93 49.06
M M, M, M, M, M,

Level 4 Capacity 292,764 297,028 279,401 246,138 255913
PSNR 46.749 4531 4425 41.70 40.92
M M, M, M, M, M,

Level 7 Capacity 472,866 457,745 431411 364,555 363,636
PSNR 43.47 40.71 40.96 39.72 36.18
M M, M, M, M, M,

Level 10 Capacity 607,127 573,514 570,844 492,707 432,191
PSNR 41.641 40.10 39.59 37.95 34.48
M M, M, M, M, M,

Level 20 Capacity 954,564 931,998 895478 768,600 629,919
PSNR 38.33 36.47 33.76 32.15 29.49
M M, M, M, M, M,
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Table 7 Experimental results of Baboon using tactic A and different C values

Baboon Cc=5 C=10 c=15 C=20 C=30

Level 1 Capacity 13,713 24,115 27,504 27,940 31,719
PSNR 63.59 59.828 58.07 57.227 55.10
M My My My My My

Level 4 Capacity 52,966 113,578 124,508 123,461 130,702
PSNR 55.18 49.28 47.328 45.93 43.69
M My M, M, M, M,

Level 7 Capacity 110,206 186,375 202,841 203,005 207,013
PSNR 50.12 45.361 43.09 41.46 39.47
M M, M, M, M, M,

Level 10 Capacity 162,637 245,686 259,990 256,177 270,876
PSNR 47.27 42.89 40.736 39.38 37.38
M M, My My My M,

Level 20 Capacity 343,170 447,590 464,752 463,457 470,440
PSNR 40.02 36.14 34.89 33.59 32.46
M M, M, M, M, M,

Lean and Baboon in our scheme are larger than that of Lee et al.’s scheme. As shown in Fig. 6,
our scheme has better image quality than previous works of Yang and Tsai [31], Lin et al. [18],
Hwang et al. [12], and Weng et al. [29] with the same embedding capacities.

As shown in Figs. 7 and 8, the original images and the stego-images are shown for
comparison when the capacities are approaching to 300,000 bits using tactic A. It is visually
difficult to distinguish between the original image and the stego-image for both Lena and
Baboon by human eyes.

As shown in Tables 6 and 7, we used different C values to embed the secret bits into the
image. Experimental results show that smaller C values would have larger capacities for the
same PSNR value. Note that a smaller C value has a stricter sieving condition. When C is
smaller, it has less capacity during low levels. However, it keeps the image with high quality.
Therefore, it has better capacity and PSNR at high level.

Table 8 shows the temporal occurrences of overflow and underflow when 20 levels are
executed. Compared to the embedding capacity of our approach, this is relatively little data,
which can be easily embedded into the image.

4 Conclusions

We propose a reversible data hiding method based on four candidates for prediction methods and
local complexity in order to enhance stego-image quality. We evaluate the four prediction methods

Table 8 The occurring times of overflow and underflow using tactic A and C =30 to embed 20 levels

Images Airplane Baboon Boat Lena Peppers

Overflow 0 21 8 0 1644
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by calculating their capacity or efficiency ratios to decide which prediction method will be used.
Additionally, we use a variance strategy to determine a threshold, 7H, for selecting which pixel
should join the process of pixel shifting and data concealing. This variance strategy has efficiently
improved upon histogram-based approaches to obtain a high-quality image. From the experimental
results, our method has proven to enable a larger image capacity and better quality than those of
previous works.
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