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Abstract The increasing number of next-generation multimedia services and social media
applications in cloud computing put additional challenges in efficient resource provision-
ing that targets to minimize under or over utilization of resources as well as to increase
user satisfaction. Most of the works in the literature focused either on resource estima-
tion and scheduling approaches or energy consumption for executing social media data
processing applications. However, they do not consider energy consumption cost for com-
munication devices and network appliances and schedule Virtual Machines (VMs) based
on centralized job placement approach. In this paper, we develop a Quality of Service
(QoS) aware cloud resource management system that decreases energy consumption and
increases resource utilization by diverse multimedia social applications. In order to min-
imize the VM creation time we allow recycling of VM resources for user request with
similar resource requirements. We have developed two distributed and localized resource
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management algorithms based on energy conservation, and requirements and availability of
resources. The results of simulation experiments depict that the resource scheduling sys-
tem greatly reduces the amount of energy consumption while maintaining the QoS of social
multimedia applications.

Keywords Multimedia healthcare applications - Ubiquitous social media computing -
Resource provisioning - Collaborative resource utilization - Quality of service

1 Introduction

Cloud computing has become an indispensable technology trend of modern highly evolv-
ing world. It has widely attracted the attention of governments, industries and organizations
of all kinds due to the ease of implementing and managing distributed computing environ-
ment. New era of proving massive processing and storage service has been commenced with
the commercial deployment of this computing paradigm. However, little attention has been
given to the convergence of cloud computing and social multimedia applications [13, 37] to
handle a huge amount of media social collaboration with respect to various social variables
of clients or users (for example, client profile, feeling or client suppositions, social connec-
tion among the clients, and so forth) and sharing social media content such as video, audio
etc. Nevertheless, the increasing number of social media applications in cloud can put addi-
tional challenges in efficient resource provisioning that targets to minimize under or over
utilization of cloud resources as well as to increase user satisfaction [18].

The lone concern for the deployment of Cloud Data Centers (CDCs) has been attributed
to the high performance gain omitting the apprehension of energy consumption. However,
on an average, a CDC consumes 25,000 households energy [20] and thus energy-efficient
cloud resource scheduling has become an utmost important, giving birth the concept of
Green Cloud Computing (GCC). The vision of GCC is to integrate computation and com-
munication resource management in such a way that, energy-efficiency can be ensured
along with robustness and quality of service (QoS). The GCC aims to gain multiple conflict-
ing objectives - QoS in service level agreement (SLA) and minimization of energy consumption.

Energy aware VM scheduling for dynamic load balancing can reduce energy consump-
tion, but much more consideration is necessary for holistically examining where and how
such mechanisms are needed [26]. Again, providers need to be concerned about energy-
efficiency while VM provisioning, that is while reusing, renting, generating new VMs
or terminating one which task execution time exceeds the remaining billing time unit
(BTU). A dynamic, efficient, adaptive and automated VM scheduling and VM provisioning
methodology can greatly reduce the energy consumption in a CDC.

The existing solutions in the literature addressing the aforementioned challenges can be
classified broadly into two major categories. The first category of the solutions focuses
on maintaining the SLA through QoS aware resource allocation to user requests [6, 9, 15,
22, 38]. However, under or over provisioning of resources, while maintaining QoS strictly,
would increase the service as well as the energy costs. The second category of solutions
aims to reduce energy consumption through energy aware VM distribution in the CDC [1,
3, 4, 21, 36]. However, VM distribution among CDCs increases communication latency,
request service time and degrades the QoS level.

In this work, a resource management framework, namely VSA, has been developed for
social multimedia applications that achieves energy-aware adaptive VM scheduling and
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provisioning while maintaining the required level of QoS. The VSA system provides auto-
mated, flexible and dynamic resource management in a multi-cluster CDC. We have also
analyzed the impacts of energy-aware VM scheduling on CDC infrastructure. The model
achieves target QoS in terms of response time by controlling the admittance of the requests.
The requests admittance are controlled in such a way that, accepted requests do not expe-
rience a delay grated than the time limit specified in the SLA. Service time of a request is
reduced by recycling VMs and thus QoS is met by decreasing the response time. Requests
are categorized into multiple classes based on similarity in demand of cloud resources and
a input queue is created for all the requests belonging to the same class. Once VMs are
created to provide services to a particular class of requests, the same VMs can be recycled
for the other requests belonging to the same request class. Policies have been developed to
create a new VM following the priorities of the requests and the resources available. A con-
ference version of this work has been published in [9], where we only consider QoS aware
VM provisioning method for single-cluster CDC.
The key contributions of the proposed VSA framework can be summarized as follows:

— A new cluster architecture and a multi-cluster cloud infrastructure design in VSA forms
a ubiquitous multimedia computing platform that reduces the management complexity
of the CDC resources.

—  Multi-level priority queues, controlled request admittance and VM reusing approaches
of VSA ascertain user QoS.

— Energy aware intra- and inter-cluster VM scheduling algorithms have been developed
to enhance energy conservation of the total system.

—  The simulation performance results, carried out in CloudSim [7], show that the pro-
posed VSA system achieves as much as 50 % improvements in terms of QoS and 45 %
improvements in terms of energy respectively, compared to the state-of-the-art works.

The remaining parts of this paper is organized as follows. The related works and moti-
vations of this work are presented in Section 2. The Section 3 presents a new cluster
architecture and a multi-cluster cloud computation environment that describe system model
of our work. The Section 4 illustrates the proposed QoS aware VM provisioning algorithms
and in Section 5, energy-efficient inter- and intra-cluster VM scheduling algorithms are pre-
sented. The simulation environment, performance metrics and the results of experiments,
carried out in CloudSim [7], are discussed in Section 6. In Section 7, we conclude the paper
and state a few directions for future works.

2 Related works

As the smart devices are getting popular very rapidly, the volume of ubiquitous social
multimedia contents from these devices is increasing exponentially. Social multimedia
applications produce and consume contents of different types like 2-D/3-D videos, images,
audio clips, documents of various formats, music clips and the processing, storing, distribu-
tion and security issues of these contents require higher computing facilities provided by the
cloud data centers (CDCs) [17, 19]. A number of recent studies have signified the necessity,
probable architecture and management of the multimedia contents [25, 35]. Recent stud-
ies have shown that, deployment of social multimedia applications in CDCs is increasing
rapidly now-a-days [14]. The core reason behind the scene is the infrastructure and main-
tenance cost of the bulky amount of resources which the CDCs can easily provide. Cloud
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providers (CPs) also maintain large and power-consuming CDCs to provide a certain level
of elasticity and scalability. Therefore, the problem of energy consumption at the client edge
can be reduced with the cost of huge amount of energy consumption at the server side which
was one of the major commercial credentials behind cloud computing [8, 24, 32].

In order to guarantee SLA, over allocation of resources has been proposed in [27], which
is based on overbooking theory [31]. Over allocation of resources confirm that the actual
resource need to support the service would meet up. However, this approach fails to achieve
optimized utilization of resources.

Live VM migration schemes, Wake-on-LAN (WoL) and Dynamic Voltage and/or Fre-
quency Scaling (DVFS) has been considered in [33] to resize the active server pool and
reduce energy consumption from non-active servers. The authors of [5] have proposed an
architecture for providing services to multi-tier applications exploiting the mechanisms of
queuing networks. The major problem in the architecture is that, the number of VMs are not
altered dynamically with the change in computation load.

Local and global policies for the virtualization technologies, being actively deployed into
large-scale CDC environments, have been proposed in [28]. Though the system of local
policies has been clearly illustrated using the strategies of guest operating system power
management, how the global policies maintaining QoS requirement of the customer requests
has not been discussed in details.

The authors in [4] categorized resource sharing methodology into local and global poli-
cies to establish an energy management system for virtualized CDCs. The analytical results
based VM provisioning have been presented in [6], where the authors have developed a
dynamic model of VM deployment. However, they didn’t analyzed the difference in the
resource requirements of incoming user requests. They have created a new VM for every
incoming requests even in cases where VMs are available for serving requests with same
degree of resource requirement. This approach kills a lot of time since VM creation and
deletion are very much time consuming.

Frameworks for QoS aware mobile cloud computing leveraging adaptive QoS manage-
ment has been proposed in [2, 38]. The authors have used FCM (Fuzzy Cognitive Map)
to model the QoS aware VM provisioning system. However, the proposed system does not
address a number of problems like the number of accepted requests at a particular time
period, the request serving and congestion handling technique etc. In this work, we have
clearly specified these issues related to request management and VM provisioning.

The authors of [23] have used SaaS mashup applications to develop a queuing infras-
tructure that targets to calibrate the optimal number of VM instances for user applications
to maximize the benefits of the SaaS providers. In ‘Claudia’ system [30], elasticity rules
and performance indicators are used to provide resources to user requests considering user-
defined constraints. Reactive approach has been used in ‘Claudia’ for achieving QoS, which
fails to provide QoS in some cases and the SLA violations result in degradation of CP’s rep-
utation. For enhancing QoS in cloud infrastructure, the authors of the paper [10, 12, 16, 34]
also propose some new techniques.

Resource provisioning in cloud computing has started employing CDCs and deploy-
ing VMs in these CDCs in order to maximize the utilization of the resources [39]. The
two key advantages of cloud platforms are efficient sharing and dynamic scaling of
the resources in the CDCs. These are achieved through virtualization of the resources.
Resource virtualization also allows fault isolation and improved manageability of the CDC
resources.
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Our proposed framework VSA has similarity with AVM [6]. However, there are a number
of distinct differences between them. Firstly, our proposed VSA system forms clusters of
physical servers in the entire network and thus the user requests are handled more efficient in
a distributed manner, opposing to AVM that uses centralized approach. Secondly, the VSA
categorizes user requests into groups and processes user requests accordingly in allocating
same type of VMs, reducing the VM creation and destroying overheads; whereas, the AVM
always creates a new VM for serving an incoming user request since it does not make groups
of similar requests. Thirdly, our proposed VSA system provides a QoS aware VM allocation
algorithm based on VM recycling, allowing to handle more user request with QoS compared
to AVM since the latter one does not use any VM pools and thus it suffers from resource
constraint. Finaly, the energy-aware VM scheduling algorithms of VSA system minimizes
energy expenditures of the CDCs; whereas, the AVM provides no such mechanisms for
checking the energy expenses.

3 Network model and assumptions

For meeting up SLA and allocating resources to the social media application users according
to the agreement, a QoS aware CDC modeling is needed. Management of QoS for a whole
CDC is a complex task and for leveraging such complexity, a number of servers can be
grouped. What follows next are the details architecture of a complete CDC and VM resource
requirement prediction methodology for serving the user data processing requests.

3.1 System architecture

The working environment and the assumptions considered in the VSA model are concisely
presented in this section. The system consists of a CDC, which is divided into a number
of clusters containing physical servers. We consider heterogeneous servers with different
capacities that provide a range of computing resources. The VM number and the resource
distribution in the VMs are configured dynamically to comply with load variance in the
CDCs. Let Ty is the time specified in SLA which is set through the negotiation between
the user and the CDC and T, is the system predicted response time that the CDC con-
sumes to serve the request. The condition T} < T},.¢ must be achieved to satisfy the QoS
requirements.

We also assume that the requests received by the CDCs are grouped into a number of
classes considering their requirements. A number of CPs provides services based on request
classes. For example, there are 11 types of instances in Amazon EC2. Resource configura-
tion of each VM instance in terms of computing power (processor speed in MIPS), primary
and secondary storage, bandwidth and successful I/O operations varies from one another
[28]. The notations we have considered in this paper are summarized in Table 1.

In Fig. 1, the design components of a cluster is shown. There is an Information Record
Database (IRDB) in each cluster in which the record of previous tasks are stored. Resource
predictor estimates the resource requirement for processing a request. Hence, it estimates
the response time that will be required 7,5, for completing the service of a request. Resource
manager checks for available resources and decides whether it will serve a new request or
not. Resource allocator serves VM to the user for processing user requests. Resource moni-
tor continuously observes the resource utilization of the servers and the clusters. Whenever
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Table 1 Notations

Notation Description

0 Set of all input queues

Treq Time requested by the user

Trsp Time required to provide response for newly arrived request
Theg Negotiated time with the users

Tnean Monitored mean execution time

Tt Total required time

Thneg New negotiated time

Tsrvy Total affordable service time

bru Total usage of resource in the cluster
bar Total available resources in the cluster
n Occupancy ratio

O Total usage of resources

Ora Total available resources

3} Workload ratio

Vo Neighborhood Occupancy Vector
Teom Communication time period

E. Energy conservation amount

Ei Energy consumption amount

Mcc Mean computation cost

resource requirement of a user request changes beyond the capacity of the allocated VM,
the resource manager tries to allocate a new VM to the user request according to its increas-
ing necessity in a self-adaptive manner. User requirement changes are also kept in the IRDB
for better prediction.

In Fig. 2, we see that user applications from healthcare social media services are executed
on cloud virtual machines (VMs) that are hosted on physical servers. The total arrangement
of CPs is divided into clusters. Each cluster is equipped with data storage, computation and
resource management units. Resource management unit works as a local scheduler for the
cluster. It allocates computing resources to user requests. Each cluster maintains communi-
cation to all the other clusters adjacent to it. The neighbors share computational loads with
their neighbors whenever necessary. Migration of VMs from one server to another or job
distribution among the servers is faster and more convenient within a cluster. Whenever a
cluster runs out of resources and can’t satisfy SLA for requests, it can take help from adja-
cent neighbors. While distributing jobs to the neighboring clusters, computation load of the
clusters is kept in consideration. Service downtime accounted for migrating VMs from one
server to another in the same cluster or between two clusters is quite short as migration is
preformed on-the-fly using ‘demand migration’ [29] policy. That is, an identical image of
the migrated virtual machine is created in the remote server first. The user gets access to the
new VM, when the new VM image is created.

Each cluster and the servers in the clusters operate in one of the two modes: sleep and
active.
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Fig. 1 A single cluster architecture

— Active: This is the full functional state of a cluster. The resource manager and a number
of active servers process the requests from different users.

—  Sleep: This is the state where all working machines of a cluster are switched off. Only
the communication maintenance servers remain working at that period.

3.2 Prediction of request execution time

This prediction unit is responsible to anticipate the execution time of the current request
based on the historical data on previous experiences. An LPF (Low-Pass-Filter) equation
is applied for calculating the predicted mean execution time by implementing a degrad-
ing function. The LPF maintains a good performance for predicting current behavior when
assuming historical data [11]. The LPF methodology can be shown by using the following
equation,

T, =wx T+ (1 —w) x V, (1
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Fig. 2 Multicluster data center environment

where, T,’fv, is the predicted level of time requirement to serve a newly arrived user

request, w is the constant of degradation, Tr’fvzl is the previously predicted value on the
same type of requests, V is the actual average execution time required in the previous
run. In our approach, we have used this method for predicting working time of the user
requests.

Data transmission latency and energy consumption between two server nodes connected
directly using the same network switch is very low compared to those servers connected
via a hierarchy of switches [3]. The VSA system supports energy conservation and delay
minimization by prioritizing the data transfer among the servers connected via the same

switch.

4 QoS aware resource provisioning

In this section, cluster components and their enrollment in QoS aware resource provisioning
have been proposed. How a clustering system works is described first. Then, a VM provi-

sioning algorithm is developed that ascertains QoS for the user requests. Finally, an in depth
analysis on QoS accomplishment is presented.
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4.1 Cluster modeling for QoS aware VM provisioning

An adaptive algorithm that aims to satisty target QoS while providing VMs for serving user
applications is presented in this subsection. The algorithm takes into account the dynamic
change of workload at the data centers along with the uncertain behavior of the network
components. The QoS aware self-adaptive mechanism for VM provisioning is depicted in
Fig. 3.

New requests from the user enter the CDCs through the Admission Controller + Resource
Predictor. If a newly arrived request has the waiting time (#,,4i;) longer than the time needed
to create a new VM (ty ), a VM with the resource requirement specified in the request
SLA is created and provided to that request. Therefore, #,,,;; must follow the inequality (2),

0 < twair < tvm. (@)

When the CDCs get jam-packed with user requests, guaranteeing QoS for newly admit-
ted requests become impossible. The admission controller does not allow requests to enter
the CDCs in such a case since no SLA for the new requests can be promised. Resource
Predictor determines the amount of computational resource required (as described in
Section 3.2) and selects the queue of request class where the new request should be placed.

The Resource Manager determines the available resources in the CDCs and dictates the
Admission Controller + Resource Predictor unit to take decision whether to accept new
requests or not. The resource requirement for the requests in each VM and the current status
of the servers are monitored continuously by the Resource Monitor. The Resource Allocator

~
Admission Control +
ceee . ayer
@ Ra Rn <::> Resource Predictor u
I

~ i

Resource Manager

+ Resource Monitor

[ — INPUTQUEUE1 [] |

™™ Resource (lj .
r r Allocator ‘ INPUT QUEUE 2
I ‘ <;: — |
vr\-n V';'

\ \ -
- 5 # INPUT QUEUE n
VM VM Layer

laaS
g g g g Provider

Fig. 3 QoS aware VM provisioning through self adaptation
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allocates an existing or a new VM to a user request following its time criticality. While
provisioning VMs to requests, Resource Allocator uses the parameter P}"
the priority of request i in queue j, as derived in Algorithm 1.

Figure 4 describes the dynamic queue management process for assisting QoS-aware
VM provisioning. The Admission Controller + Resource Predictor first determines the free
resources and then identifies the resource requirement of the incoming requests. It permits
arequest to enter the CDCs, if it can guarantee the execution of the requests within the time
specified in the SLA. Whenever a new request is let to enter the system, a suitable queue
for the request is selected by accessing the resource demand of the request. If the resource
demand of the new request does not match with any existing classes, the request is paced in
a new queue containing only itself. Resource Monitor continuously observes the resource
demand of the running requests in the VMs. If the initial prediction of resources for a request
is wrong or the requirement changes with time, the VM serving the request can be resized
up to a specified threshold level. In cases, when the resizing of VM changes the class of the
request, a new VM is provisioned to serve the additional resource demand of the request.

The VSA system do not create new VM every time a request enters the CDCs. Only time
critical requests are provided with new VMs. All the other requests can reuse the already
created VMs of their same class. Resource Allocator keeps track of all the running requests
and requests in queue, determines which VM is redundant therefore can be deleted and
which type of VM needs to be created for time critical requests. In this way, QoS of the user
requests can be ensured by completing all the requests within the negotiated service time.

. Which describes

Admission control
> + <
Resource predictor

Request is migrated to
another cluster

Is there any available
resource?

Create a queue for the
request

Does the request match witl
an existing queue?

Place the request into the
corresponding queue

l

Monitor resource
requirement of the request

Does the VM satisfy the
requirement?

Fig. 4 QoS-aware request-queue management
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4.2 Resource provisioning algorithm

Algorithm 1 Resource Provisioning Algorithm

INPUT:

Tysp : Time required to provide response for newly arrived request to satisfy QOS,
Tean : Monitored mean time of execution,

Tsry : Total affordable time that the CDC will require to server requests,
ReservedTime : Time reserved to cope with dynamic network and workload behavior,
n : Number of requests in service,

OUTPUT: 4 vector Vyuq)p that maps requests to VMs

: Tm)g <~ 27:0 Trleq
o Tt <= n X Tyean
: Testm < Trsp + Ty + ReservedTime
Tinax < Tneg + Thneg
if Tinax = Testm AND Tvrv > Tnax then
if Ty5p < Typeg then
Vinap < Vimap VM, new_request}
end if
else
10:  Reject job from entering into input queue
11: end if
12: Calculate Py4e using Eq. 5
13: if An already created VM is available for the queue then
14:  Host request ina VM

e A A i A e

15: else
16:  for each queue j in Q do
17: Priority; < ZI.QO P}Jact {sum of all request priorities}
18:  end for
19: jimax < argmax Priority;
jeQ B
200 ipayx < argmax P}jm
ey

21: if resources are available for i,,,, then
22: Create new VM for i,,,4x

23:  else

24: Wait for VM of same queue type j
25:  endif

26: end if

The VSA system ascertains QoS through controlling the entrance of requests and pro-
visioning VMs judiciously. Whenever a new request tries to enter a CDC, total negotiated
time corresponding to the requests in service and in the queue i.e., all the request in the CDC
is calculated and it is given by T),.. Thereafter, the completion time for all the requests in
the CDC is estimated using the monitored mean execution time 7,04, Of the requests of
all request classes. The estimated total required service time is denoted as T. It is then
added with a reserved time period determined by the system to guarantee the completion of
execution considering the time varying workload and uncertainty in communication delay.
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Whenever a new request applies to enter the CDCs, Admission Controller + Resource Pre-
dictor, estimates T}, for that request which is the time that will be needed actually to serve
the request. It is then allowed to enter the CDC if the following inequalities hold.

Thneg + Theg = Tyt + Trsp + Reservedtime 3)
Tsry > Tneg + T;‘sp (4)

where, Typeq is the negotiated service time of the request which applied to enter the CDC
and Ty, represents the total affordable service time.

Priorities of the requests in the queues are calculated and new VMs are created for
requests with higher priority. At the end of serving a request, a VM becomes free and can
serve requests if there are waiting requests in the queue of same type of requests. In this
way, spending time for VM creation and deletion can be avoided and the system experi-
ences a better performance. Requests get services according to their arrival time and time
criticality. The queues are implemented using priority queue where the priority metric for
each request is calculated using the following equation.

Pl =T+ Tutg, 5)

fact

where, P}Ja ., is the priority factor of request i in queue j, 7,7,

represents the time of arrival
of request i in the queue j and Tn’ég is the negotiated service time for user request i in queue
Jj. The priority of a queue is the summation of all the priorities of the requests it contains
and the highest priority queue is denoted by jqx. The user request having highest priority
in queue jy,qy is denoted by iy,4x. Resource Allocator provides new virtual machine for the
user request i in queue j which has the maximum P'f’a ot

Statement 1 of Algorithm 1 runs n times. Statement 12 and statements 16 ~ 20 have a
time complexity of i x j. The rest of the statements of Algorithm 1 have unit time com-
plexity. Therefore, the overall computation complexity of Algorithm 1 can be given by
MAX(n,i x j).

The resource allocator of our proposed VSA system dynamically scales the number of
VMs in the pool to execute user requests meeting SLA requirements and resource availabil-
ity in the cluster. It can also migrate requests on-demand to neighboring clusters. Thus it is
self-healing, distributed and self-adaptive in maintaining VMs of a VSA system.

4.3 Probabilistic analysis for admission control

As mentioned earlier, the system maintains a separate queue for each class of requests.
Maximum queue size can be given by

Omax = VMcreationtime X Aq, (6)

where, A, is the average request arrival rate, the time-step 7 = 1/A,. Let, a be the arrival
probability of a request in 7' and ¢ be the VM allocation probability in a time-step. Thus, the
system can be modeled as an M™ /M /1/B queueing system with b = 1 — a, the probability
that no requests arrives and d = 1—c, the probability that no VM is allocated for the request.
Assuming 7,4, is the maximum number of requests arrived in a time step, the binomial
probability of arriving u requests can be obtained by (7).

g = <”’”“">a“b”max—“ 7

u
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The system must ensure that no request is allowed whenever the buffer is full, i.e., a
stable system must abide by the following condition,

Nmax
UXdy =a X Nygx <C. (8)
u=0

The state transition matrix for the system is given by

[P g O 00
Q@ q1 490 00
00

q3 q2 q1

4B 4B—-1 4B-2 --- 41 40
_rB rp—1 rp—2 ... 11 ro_

where, each entry M,,, implies the transition from state v to state # and

p = aic+ao 9
qu = ayc +ay—1d (10)
m
re=ad+ Y a an
k=u+1

Here, state represents the number of requests present in the queue. The throughput of our
proposed queue for the state sg can be represented as

Tho=(1—ap) xc (12)
For all the other states, the throughput can be calculated as
Thy=c l1<v<B (13)

The average throughput is the total number of VMs allocated to the requests in the queue
and is estimated as

0
Th= Thys, =c(l—agso) = Nalout) (14)
v=0

The input traffic of the system can be represented as

m
Ny(in) = Zu X Ay = a X Npax (15)
u=0
The efficiency of the proposed system is calculated as
_ Na(o.ut) _ Th _ c(1 — apsop) (16)
Na(ln) nmax xXa nmax xXa

Since no request should be dropped after approval, the value of 7 should be equal to 1. That
is, N, (out) should be equal to N, (in). Therefore,

c(l —apsg) = npax X a (17)

i.e., for ensuring QoS, Admission Controller should allow requests in such a way that values
of n;,4x and @ must maintain above equation of equilibrium.
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5 Energy-efficient VM scheduling

In the case, usage of cluster resources falls below a predefined threshold, all of the requests
in process and in queues of that cluster is migrated to an adjacent cluster. If a cluster is able
to migrate all of its requests, we call it ‘Power Saver (PS)’ and one that agrees to serve those
requests is called ‘Neighbor Server (NS)’. For migrating requests from a PS, only a single
PS is selected in the VSA system. This is because, dependent and co-related requests will
spend a great amount of time in data transmission. Therefore, the system will experience
improved performance in terms of response time since communication latency among the
VMs can be avoided to a large extent. At first, the PS communicates with its neighbors and
aks for occupancy ratio, ;. The equation for calculating u is expressed as follows.

bru
d’ar

; (18)

where, ¢,, represents the total resource usage in a cluster and ¢, represents the total
resources available in that cluster.

The PS cluster now evaluates the p value from all the neighboring clusters and selects one
with minimum p value. After migrating the running VMs to a NS cluster, the PS cluster can
switch to sleep mode. Therefore, the cost of computation becomes less since a large amount
of energy for operating the servers in a cluster can be saved. Whenever a PS cluster gets
a new request while operating in sleep mode, all new requests of PS cluster are forwarded
to the NS. In the case, execution load of NS crosses the maximum capacity, i.e., u value
crosses an upper threshold, it awakens the PS and migrates all VMs and requests. An NS
cluster has to be active all the time even if its resource usage indicator p value goes below
the lower threshold value.

What follows, we present intra- and inter-cluster VM scheduling algorithms of the VSA
system where computing resources are allocated to the requests in a distributed and energy-
efficient way.

5.1 Scheduling algorithms
5.1.1 Intra-cluster resource management algorithm

We consider that, the physical servers will have different computation capability, i.e., the
servers are heterogeneous in computation power and storage capacity. In case of VM
migration, the workload ratio, w, for each server is computed as follows,

Otu
o= — x 100%, (19)
Ota

where, o7, denotes the total resource usage in a server and oy, denotes the total computing
resources present in the server.

Resource Allocator will run an algorithm periodically to reduce the number of working
servers within a cluster. Resource Allocator provides free VMs to the requests waiting in
the input queues. At times, when the number of requests increases, workload ration (w)
increases proportionally. As a result, nearly all the servers operate in active mode. However,
higher resource demand will not persist for every time period. If the number of working
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servers is not reduced at lower workload period, huge amount of energy will get wasted.
Resource Allocator tries to keep the number of active servers as few as possible by migrating
the VMs from all the servers to a few active servers.

The Resource Allocator first calculates the value of occupancy ration (w) for all servers
within a cluster. Then it selects servers which have w values smaller than a lower level
threshold limit @y, . It then migrates all the VMs from the selected servers to those servers
which have a high @ and which can accommodate the whole VM. The destination servers
where the VMs have been migrated, must have w value lower than an upper threshold
wpign after accommodating the guest VMSs. Resource Allocator keeps all the servers who
get released of their computational operation in sleep mode. The steps of intra-cluster VM
scheduling is summarized in Algorithm 2.

Algorithm 2 Intra-Cluster Resource Management Algorithm

INPUT: oy, and oy, for all server machines
OUTPUT: State scheduling of server machines

1: for each k in a cluster do

2:  Calculate wy using Eq. 19

3: end for

4. for each server k in the cluster do
5 if wy < wyoy then

6

[ < argmax {w; + @ < whign}
leall servers

7: All VMs are migrated from k to [

8: Change state of k to sleep
9:  endif
10: end for

Statements 1 ~ 3 in Algorithm 2 run k times. Statements 4 ~ 10 have a time complexity
of k. The rest of the statements have unit time complexity. Therefore, the computation
complexity of Algorithm 2 can be expressed as O (k?), where k is the number of servers in
a cluster.

5.1.2 Inter-Cluster Resource Management Algorithm

At first, the value of the occupancy ratio w is calculated for a cluster. Then it shares the value
with its neighbors. Then, each cluster creates a Neighborhood Occupancy Vector (V) from
the collected data. When the occupancy ratio of a cluster have a value smaller than gy, it
selects a cluster in its neighborhood with minimum p value. All the VMs from this cluster
are migrated to the selected cluster by maintaining the constraint that u value of the selected
cluster must not exceed a upper threshold (5;g5. Then the whole cluster operates in sleep
mode. The steps of inter-cluster VM scheduling is summarized in Algorithm 3.

Whenever two VMs of two different clusters communicate continuously more than a pre-
defined time period T¢on , the two VMs are kept in the same cluster if resources are available.
In this case, cluster with less occupancy ratio is selected. If it has resources available for the
two communicating VMs, the VM in the cluster of less occupancy ratio is migrated.
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Algorithm 3 Inter-Cluster Resource Management Algorithm

INPUT: Resource usage occupancy ratio of the cluster u :, Vo : Neighborhood occupancy
vector, Nppyr : Number of neighbors of a cluster
OUTPUT: State scheduling of servers in a cluster

1: Find out the value of w using Eq. 18
2: if u < oy then
3: v <« argmin{u,}
uel|Voll
4. if (Vo[v] + w) < pnign then
5 Migrate all VMs to cluster v
6 Set Vol[v] = Volv]l+ 1
7: Change the state of cluster to sleep
8:  endif
9: end for

Statement 3 of Algorithm 3 has time complexity of ||Vo||. The rest of the statements
have unit time complexity. The overall time complexity of Algorithm 3 is O(||Voll)-

5.2 Measurement of energy consumption

The energy consumption of each cluster can be calculated considering the current execution
load of a cluster. Total energy conservation inside a cluster is calculated as

S(l .
Dot wi
0) X Eigle + (Sp — Sa) X Esleepa (20)

E()=(1-==1"
O=0- 0

where, E.(¢) represents the total amount of energy conservation of a cluster at time ¢, S,
and S, represents the total number of servers and number of active servers in that cluster
respectively. The first term of the equation represents the saved energy from servers operat-
ing in idle state. The second term represents the saved energy from servers in sleep. The total
amount of energy conservation can be obtained by integration (20) over the desired period.

E, = / E.(n)dr. @)

The total amount of energy consumption by a whole CDC considering resource
utilization can be expressed as

E;i = N X Ejpax X Mcc, (22)

where, N represents the number of clusters in the CDC; E,,y represents the maximum
amount of energy that could be consumed by a cluster when all the servers are operating
in active state; and, Mcc is the mean computation cost, which is the average of resource
utilization in all the clusters. Since M¢c is a fraction and value of M¢ is less than or equal
to 1, Epax X Mcc provides the average of the energy consumption in each cluster of CDC.
The Mcc can be given by

N
_ D k=1 Mk

M
cC N

(23)
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These formulated equations of calculating energy consumption have been used for
evaluating the performance of the VSA system and for comparing the results with the
state-of-the-art works.

6 Performance evaluation

The performances of the our VSA system is evaluated in a distributed cloud computing
environment using CloudSim toolkit [7]. The results presented in this section have been
found from the comparative study of system performance of Energy-aware Hierarchical
Scheduling (EHS) [36], Virtual Machine Provisioning Based on Analytical Performance
and QoS (AVM) [6] and our proposed VM scheduling algorithms (VSA).

6.1 Simulation environment setup

We have considered a CDC having 5 clusters. Each of the clusters contains 4 servers. The
servers are provided with different processing capacities from a list of processors includ-
ing core-2-duo, core-i3, core-i5, and core-i7. Each server has 4GB, 8GB or 16GB RAM
and multiple terabytes of secondary storage devices. Each core in the servers provide a per-
formance equivalent to 3000 MIPS. The host servers within a cluster are connected by a
communication link having 1 Gbps bandwidth and the clusters are connected by a link of
500 Mbps bandwidth.

wjow and wp;gy are considered to take values of 15 % and 85 % respectively. The val-
ues of 1470y and pign in each cluster are considered to be 20 % and 90 % respectively. For
migration of communicating VMs, the value of T¢,,,, described in Section 5.1.2 is consid-
ered to be two minutes. The number of request which arrive at the CDC is considered to
be 30-120 per minute. Each request is considered to take time in the range 5-50 minutes
to get served. For calculating energy consumption of the AV M system, we just observed
the system energy usage after provisioning VMs to the requests solely based on analyti-
cal performance and QoS as illustrated in [6]. System energy is calculated by considering
how many servers are working, how many VMs are communicating and resource utilization
in each server. For measuring QoS of the EH S system, we simply implement the energy
aware VM scheduling algorithm described in [36].

6.2 Performance metrics

—  Percentage of requests served: The numbers of requests that can get service to the total
number of incoming requests in a time step multiplied by hundred gives percentage of
requests served in a time step. Since, higher number of requests served increases user
satisfaction, it has been considered to evaluate the performance of QoS provisioning of
the VSA system.

—  Mean VM creation time: For evaluating our proposed mechanism for QoS provisioning,
we have monitored the average time taken for creating a VM. Mean VM creation time
increases as the number of VM increases.

—  Percentage of servers in sleep mode: Severs in sleep mode consumes less energy. For
this reason, we have calibrated the number of servers which can be kept in sleep mode
for different arrival rate and for different resource requirement ratio.

—  Energy Consumption: Energy consumption expresses the amount of energy that will
be required to serve requests and energy consumed by VMs to communicate with each
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other. Energy consumption is expressed as the ratio of energy required to serve user
requests to the total amount of energy consumed to keep all the servers active.

—  Percentage of rejected requests: Increase in percentage of rejected requests will dete-
riorate the reputation of the CP. Percentage of rejected requests is calculated by taking
the ratio of total number of rejected requests and total number of arriving requests and
multiplying the ratio by hundred.

—  System Throughput: System throughput is measured from the number of requests which
get service in a unit time step. System throughput is also used to measure the effec-
tiveness of a system, i.e., how effectively the system can server user requests within
minimum time barrier.

—  Percentage of requests migrated: Migration of requests to another cluster decreases
system performance. As the number of migrated request increases, user satisfaction,
user preference and reliability of the system decreases.

6.3 Simulation results
6.3.1 Impacts of varying resource requirement ratio

Figure 5 depicts system performance with respect to varying resource requirement ratio.
Figure 5a, shows the relation between percentage of requests served by AVM, EHS and
VSA systems and varying resource requirement ratio. The figure reveals the fact that, as
the request arrival rate increases, resource requirement ratio also increases proportionally.
Therefore, the percentage of request served also decreases. From the figure we can see that,

Percentage(%) of requests served

Mean VM Creation Time (in minutes)
Percentage(%) of server in sleep mode

T T T T T T T T T T T T T T
Resource requirement ratio (in %) Resource requirement ratio (in %) Resource requirement ratio (in %)

(a) % of requests served (b) VM creation time (¢) % of servers in sleep mode

8 T T T T T Ll T T T T T

—&—VSA
704| —e—EHS
—A—AVM

704

System throughput

Energy consumption (% of total)
Percentage(%) of rejected requests

Resource requirement ratio (in %) Resource requirement ratio (in %) Resource requirement ratio (in %)

(d) % of energy consumption (e) % of requests rejected (f) System throughput

Fig. 5 Impacts of resource requirement ratio on performances of the studied systems
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as the resource requirement ratio increases, VSA system outperforms the existing AVM and
EHS.

In Fig. 5b, a comparative study of mean VM creation time for varying resource
requirement ratio is shown among the systems under study. The figure explains that,
as the resource requirement ratio increases, necessity for creating new VMs for new
requests also increases. As our proposed VSA recycles the existing VMs, time for
creating new VM can be omitted and this time can be deployed to serve other user
requests.

The comparative analysis among AVM, EHS and VSA systems on the percentage of
servers that can be kept in sleep mode for varying resource requirement ratio is shown
in Fig. 5c. The figure reveals the fact that, as the workload increases, the resource usage
also increases linearly. Therefore, the number of servers, that can be kept sleeping also
decreases. As VSA system accomplishes the intra- and inter- cluster scheduling algorithms,
it can balance load among the working servers which enables it keep more servers sleeping
compared to AVM and EHS.

Figure 5d shows the energy consumption for increasing workloads. Since inter- and intra-
cluster VM scheduling algorithm has been used to minimize the number of working VMs
in the VSA system, energy consumption gets reduced significantly. Again, VM migration
has not only been considered at the time of request placement at physical servers in the
VSA system but also at time of serving request while their demand changes. Thus, our
algorithm of the minimization of energy consumption copes efficiently with the change
of user demands from peak hour to off-peak hour. This increases the adaptability of the
VSA system with the cloud DC system computation loads as well as the user demands.
Our in-depth look into the contents of simulation trace file shows that, VSA system can
keep considerably large number of servers in sleep mode and hence can save more energy
compared to EHS and AVM approaches.

In the Fig. Se, comparative study on the percentage of rejected requests between AVM,
EHS and VSA systems for varying resource requirement ratio is shown. From the figure
we can see that, as the workload increases, so is the resource requirement of the requests.
Therefore, the percentage of request rejection is also increased. Since VM recycling is used
in VSA system, time can be saved which can be deployed to serve more user requests.
Hence, the rate of request rejection is much less compared to the existing AVM and EHS
systems for VM allocation and scheduling.

Throughput for varying resource requirement ratio implementing different VM provi-
sioning and scheduling approaches is depicted in Fig. 5f. The figure reveals the fact that,
throughput obtained by applying our proposed VSA is higher compared to the existing EHS
and AVM. This is because, VSA saves time by VM recycling which is used to serve more
requests which increases the system throughput.

6.3.2 System performances for varying number of clusters

Figure 6 shows the system performance for varying resource requirement ratio. In the Fig. 6a
a comparative study on the percentage of requests that can be served in the CDC through
varying number of clusters is shown. The figure depicts the fact that, the percentage of
served requests increases with the increase of number of cluster. However, as VSA system
reuses created VMs through dynamically managing VM pool, it can serve more requests
compared to EHS and AVM system for the same number of active clusters.

Figure 6b shows the relation between mean time required for VM creation and num-
ber of active clusters in a data center. The figure reveals the fact that, as the number of
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Fig. 6 Impacts of varying cluster numbers on system performance

cluster increases, the capacity for creating new VMs for serving increasing number of user
requests also increases. As a result, mean time for VM creation also increases for serving
the additional user requests. Since our proposed VSA system recycles the created VMs, it
can minimize the time for creating VMs and hence it can utilize the saved time to serve
additional requests.

6.3.3 System performances during simulation period

Figure 7 shows the system performance for varying simulation period. In the Fig. 7a, the
comparative study on percentage of request served with time among EHS, AVM and VSA
systems is given. The figure reveals the fact that, more number of user requests get served
in VSA system compared to AVM and EHS. This is due to the fact that, VM creation and
deletion time in the VSA system can be eliminated and hence profit and user satisfaction
get maximized.

In the Fig. 7b, the percentage of requests migrated to another cluster with time is pre-
sented. The performance comparison is again made among AVM, EHS and VSA systems.
From the figure we can see that, less number of requests need to be migrated by applying
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Fig. 7 Impacts of simulation time on served and migrated requests
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VSA. During the peak hours, VSA serves more user requests which decreases the migra-
tion rate. As a result, user satisfaction along with resource utilization increases. Therefore,
profit of CPs also rises.

6.4 Discussion

A simple modified version of our proposed VSA system can also operate in a self-adaptive
mobile cloud computing system. In the mobile cloud, a number of mobile computing termi-
nals create a temporary cluster and select a broker. The broker node runs the modified VSA
system to decide dynamically whether to accept, reject or migrate a request.

This paper designs a QoS aware VM provisioning algorithm that adaptively sched-
ules VMs among the available machines in an energy-efficient manner. We have used the
response time, the average time required to serve a request, as the QoS parameter and
methodologies have been developed to satisfy it.

User satisfaction increases in a CDC system if the SLA requirements are not violated.
While allocating VMs, we consider system congestion and resource availability to receive
new user requests. As a result, the VSA system can guarantee that the admitted requests are
executed without violating SLA. Therefore, the QoS is increased by serving user requests
faster than the time specified in the SLA.

7 Conclusion

This work explores the ways of reducing energy consumption costs while keeping user
Service Level Agreements (SLAs) in a ubiquitous social multimedia cloud computing envi-
ronment. A novel queuing model for customer requests and an energy-efficient scheduling
mechanism for allocating VMs on physical servers are developed. The system components
are designed to efficiently process the data from social media cloud applications that require
heterogeneous services. Our performance evaluation, carried out in CloudSim, shows that
the proposed VSA system achieves significant performance improvements in terms of user
satisfaction, energy conservation, and system throughput in comparison to other related
studies.
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