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Abstract People gather together for myriad reasons and in an overcrowded region, human
detection is a very challenging problem. Automated multiple human detection is one of
the most active research fields of computer vision applications. It provides useful infor-
mation for crowd monitoring and traffic controlling for human safety in public places.
The conventional Gaussian mixture model, that has a fixed K values, is not enough for
dynamically varying background and further foreground detection is a time consuming pro-
cess. The automated multiple human detection algorithms are needed to deal with complex
background and illumination change conditions of crowd scene. In this paper, an auto-
mated multiple human detection method using hybrid adaptive Gaussian mixture model
is proposed to handle efficiently the complex background and illumination changes. The
proposed hybrid algorithm utilizes spatiotemporal features, adaptive learning control, adap-
tively changing weights and an adaptive selection with number of K Gaussian components
per pixel to withstand in complex background and different lighting conditions. The exper-
imental results and performance measures demonstrate that the proposed hybrid method
performs well for crowd scene. By using the proposed adaptive hybrid method, the multiple
human detection rate has been improved from 90 % to 95 % and the computational time is
reduced from 5secs to 2.5secs.
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1 Introduction

In public places, single camera is not sufficient for human detection and monitoring
a crowded environment for video surveillance. Real-world applications need multiple-
cameras to capture crowd scenes and to prevent the misdetection in a crowd. Video analysis
is very important for human safety for multiple human detection, tracking of multiple
human, monitoring and traffic controlling in public places such as shopping mall, airport
and public meetings. The automatic detection of high density people in a crowd has resulted
in number of challenging problems in computer vision applications. In crowded places,
the existence of multiple-cameras is necessary to cover many regions, resulting in overlap-
ping during video surveillance. The demand is to process challenging multi-view videos by
using computer vision algorithms. Traditional background subtraction algorithm [9, 17] has
the advantage of computational speed, but it fails to support multi-view videos in crowded
environments.

The central idea behind adaptive background subtraction is to utilize the visual proper-
ties of a scene for building an appropriate representation of the background and that can
be used to classify a new observation as foreground or background. This model is well
suited to a high-density crowd whose background model has a multimodal distribution.
Changes in background and lighting conditions cause problems in many of the background
modeling methods. When a moving object is still for a short duration, the pixel values are
rapidly updated according to the background model by using the Improved Adaptive K
Gaussian Mixture Model (IAKGMM). The challenging problems can be prevented by the
proposed hybrid adaptive based Gaussian mixture model. The proposed method utilizes the
advantages of GMM [18] and Improved Adaptive K GMM (IAKGMM) [29] background
subtraction methods. The block diagram of the proposed method is shown in Fig. 1.

The videos are taken from different viewpoints using multiple-cameras to cover large
areas. To accurately extract the foreground of each frame, the proposed method hybridises
the output of GMM [1, 2, 19, 27, 29] to improved adaptive K Gaussian mixture model
output. In this scenario, occlusions occur in owing to walking, running, and standing of
people. The proposed algorithm has the following advantages.

Fig. 1 The proposed multiple human detection framework
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(i) Robust multiple human detection is achieved by using the proposed method for
dynamic background, different camera viewpoints, different abnormal conditions, and
different illumination conditions in the UMN and PET2009 crowd datasets [5].

(ii) The proposed method works better in dynamic background and different illumination
conditions in a crowd scene.

The paper is organized as follows: Section 2 deals with related works. The proposed hybrid
adaptive mixture model is explained in Section 3. In Section 4, experimental results are
discussed, and the conclusion is given in Section 5.

2 Related works

The challenging problems, that normally occur, are misdetection in the crowd, occlusion
among people, shadow interference, illumination changes and abnormal events in crowd
scenes and slow or fast moving objects. The dynamic background for different issues (sway-
ing tree, wind over the water surface, tree branches and over the grass) is explained in
the papers [21, 27], but it does not handle illumination changes and multi-view problem
in crowd environment. These issues are addressed in the proposed adaptive hybrid GMM
method. The advanced statistical models and adaptive based background learning methods
are the best methods to handle dynamic background [1, 2, 19] for the crowd video. So,
the proposed method utilizes the model. The PETS2009 outdoor dataset for crowd video
analysis and surveillance is experimented to evaluate the performance of human detection [5].

The slowly moving foreground objects can be modelled by Eigen background model and
the Online Eigen background model is presented without considering the quick and gradual
illumination changes in a crowd scene [6, 23]. The modified version of ViBe is used with the
new updating policy for modelling the background in a water surface without considering
the multi-model distribution technique [24]. The texture based background subtraction is
used in [10], and the algorithm does not consider moving or tilting camera videos. The
highly dynamic background scenes are not discussed [4, 15] in the detection of moving
objects. The highly dynamic background object analysis is discussed [11, 16, 20] which
does not support multi-human detection, gradual and sudden illumination conditions.

The multiple head detection is done through homographies method for a multi-camera
video [3, 29] but manual initialization is needed for parameter settings. The background
subtraction algorithm utilizes the temporal variations of intensity and codebook model is
explained in [12, 13, 28] by considering vibrating motion patterns and non-statistical clus-
tering technique. The human-part detection techniques in the crowd environment does not
provide good detection rate, if the occlusion is more [26].

The new learning rate control for Gaussian parameters without background color vari-
ations is analyzed by D.S. Lee [14]. The adaptive based background subtraction method
and model based detection are described in [7, 8] to detect human in the moderate crowd
environment and not an environment with a larger crowd. The dynamic background is effec-
tively handled to analyze the various scenes by using an adaptive background subtraction
method [22]. The improved adaptive GMM may be used to reduce the processing time [2,
25] and the probabilistic mixture models are quite powerful methods for multiple object
motion [9, 18] and The proposed algorithm automatically selects the needed number of
Gaussian components per pixel and fully adapts to the scene with less processing time.
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The proposed method takes the advantages of adaptive GMM and IAKGMM methods
and is applied to challenging crowd video in order to get accurate multi-human detection. It
is inferred that the integrated methods, the hybrid models and statistical methods using mul-
tiple Gaussians are used to handle the complex background very efficiently. The adaptive
based GMM and hybrid models show better results under crowd, swaying trees (dynamic
background) and illumination changes conditions (low sunshine, bright sunshine and over-
cast with shadows). It is found that existing methods are not well suited for some challenging
conditions in crowd scenario.

The proposed work resolves the challenges in complex background and different illu-
mination circumstances and reduces the misdetection problem. The proposed approach
hybridizes automatic multiple human detection under various challenging conditions by
handling occlusion using multi-camera datasets. The proposed hybrid method takes the
advantages of GMM and Improved adaptive K GMM to work under complex background
and different illumination conditions.

3 Proposed adaptive hybrid Gaussian mixture model

Multi-target detection is important in real-world applications especially in a crowded area.
In a crowd video, increasing complexity [6] depends upon the number of targets of detecting
multiple human. Single-view camera is not sufficient for detecting multiple targets, because
it does not cover larger areas. To detect multiple humans accurately, multiple-cameras are
needed to avoid misdetection and misclassification. The proposed method is applied to
multiple-cameras datasets (multi-view) with different changing illuminations datasets [5]
and thus it works well for dynamic background and illumination changes.

3.1 Proposed multiple human detection

The observed pixels are updated and modeled by a mixture of KGaussian distribution based
on mean and variance values in a crowd video for multiple human detection. The hybrid
adaptive Gaussian mixture model withstands for sudden, gradual illumination changes and
clutter background [21, 27]. The history of the observed pixels is described first by K
Gaussian distribution, and then, the probability of these pixels can be estimated. From the
observation, ˆ̈μm is mean values of the ith Gaussian distribution, σ̂ 2

m is standard deviation
of the ith Gaussian distribution and co-variance matrix can be estimated, where �̂m is
the weight estimation of the ith Gaussian distribution in the mixture model at time t and
co-variance matrix is the variance matrix of the ith Gaussian distribution. The Gaussian
probability density function f can be defined by the following equation

f (ã(t), ˆ̈μm, σ̂ 2
m) = 1

σ̂ 2
m

√
2πme− [ã(t) − ˆ̈μm]

2σ̂ 2
m

2

(1)

Where

ˆ̈μm=Mean of expectation of the pixel value
σ̂ 2

m=Standard deviation of the pixel value
ã(t)=pixel value
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In a crowd video, the pixel values of each frame at time t in RGB (Red, Green, Blue) color
space are denoted by ã(t). Background subtraction is based on pixel wise classification
method. In order to classify the background and foreground pixels, the decision rule is
defined by

Decision = P(BG/ã(t))

P (FG/ã(t))
= P(BG/ã(t))P (BG)

P (FG/ã(t))P (FG)
(2)

where P is the probability of the observed pixels of the temporal frames, BG is the back-
ground, and FG is the foreground of the crowd video. By using the above decision rule,
the moving or static pixels are classified from the observed pixel values. Human detection
can be carried out by the proposed hybrid method using a threshold equation to classify the
background pixels from observed values:

{
backgroud, if (P (BG)/ã(t)) < bthreshold (3)

{
f oreground, if (P (BG)/ã(t)) > bthreshold (4)

If the observed pixel values are lower than bthreshold , those pixels shall be treated as
background pixels. The remaining pixel values are treated as foreground pixels. Initially,
it is assumed that bthreshold is 50, and this value varies adaptively depending upon the
observed pixels. The proposed method hybridises the GMM and improved adaptive KGMM
background subtraction methods [14, 26] to handle the complex background, different view-
points, and illumination changes in crowd videos in a better way. In order to adapt to these
changes, the weight values of the Gaussian distribution of each pixel can be updated in
the training set by adding weights to the new sample pixels and by rejecting all other old
training pixels. Consider the time period T, the observed sample pixels at t are denoted by

ψT = {ã(t) · · · ã(t−T )} (5)

During training phase, in order to adapt to scene changes, the new samples are added and
old samples are discarded. Consider a reasonable total time period T and the observed time
period is t, the observed pixels are classified from the history of the previous pixels. Based
on the weights values of the Gaussian distribution, some of the values belong to foreground
pixels and the remaining pixels belong to background. The estimated model can be defined
by the K Gaussian distribution components of the IAKGMM

P(ãt /ψT , BG + FG) =
K∑

m=1

�̂mν(ãt ; ˆ̈μm, ˆσ 2
m; I ) (6)

where I is the identity matrix in the proper dimension, �̂m represents the weight values of
each pixel, K characterizes the number of Gaussian distributions, ˆ̈μm represents the mean

of the Gaussian distribution, and σ̂ 2
m characterize the variance of the Gaussian distribution.

3.2 Parameter selection processes

For each frame, the Gaussian values of each pixel are learnt and then updated. The parameter
selection process includes the following two processes

1. Learning process.
2. Update Process.
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The match matrix A is constructed in the parameter selection process [14]. It is a temporary
matrix, consists of a history of the pixel values during the learning process. Steps involved
in pixel learning and updating process.

1. STEP1: Construction of A matrix.
Consider A matrix with dimension [750x946]. The matrix A has a mixture of

Gaussian weight values.

A =

⎛
⎜⎜⎜⎝

W1,1 W1,2 . . . W1,N
W2,1 W2,2 . . . W2,N

...
...

. . .
...

WM,N WM,N . . . WM,N

⎞
⎟⎟⎟⎠ (7)

Where the size M = 750(row) and N = 946(column)

Where W1,1, W2,2...........WM,N are the Mixture of Gaussian weight values.
2. STEP2: Model a pixel process.

The Gaussian distribution weight values are initially modelled according to pixel
observation and then based on the learning process, Gaussian weight values are
updated.

3. STEP3: Classify the background pixels.
If the observed pixels match with any one of the existing Gaussian distribution and

have low variance, the weight values of the match matrix A are not updated. These
pixels are classified as background pixels.

4. STEP4: Classify the foreground pixels.
If the observed pixels do not match with the existing Gaussian distribution and have

high variance, then the weight values of the match matrix A are updated. These pixels
are classified as foreground pixels.

5. STEP5: Handle a dynamic scene based on Learning and update process.
In order to handle the dynamic variations of each observed pixel, the number of

K Gaussian distribution is adaptively selected. The proposed adaptive hybrid GMM
withstands quick and gradual illumination changes handling through match matrix A.
Assign the Gaussian components K=1, 2, 3, 4, 5 to maintain the variety of BG, FG,
swaying trees, quick illumination and gradual illumination changes respectively. Hence,
the proposed adaptive hybrid GMM is robust to adaptive changes in a crowd scene.

6. STEP6: Adaptation to Multimodal distribution.
Smaller values of threshold T and Gaussian component K = 1or2 are considered

for uni-modal distribution. But, adaptive threshold (high values) and adaptive Gaussian
components are needed in order to handle multimodal distribution.

The weight values of match matrix A can be updated based on recent observed pixels
during learning and matching process. Each value in A represents whether the Kth Gaussian
of each pixel in each frame matches or not. If the Gaussian values for any of the pixels match
with a value of 1, and the value of each pixel within a standard deviation in the range from
2 to 2.5 of the Kth Gaussian distribution, these pixels are classified as foreground pixels.
If there is a mismatch, these pixels are classified as background pixels. But any one of the
pixel from the frame has an almost matches with Gaussian distribution from its mixture.
The closest distribution of a matching Gaussian is selected from its mixture [4, 20]. For a
new sample ãt at time t, the recursive update equation is as follows:

�̂m ← �̂m + α(o(t)
m − �̂m) (8)
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ˆ̈μm ← ˆ̈μm + o(t)
m (α/�̂m)�δm (9)

σ̂ 2
m ← σ̂ 2

m + o(t)
m (α/�̂m)�δT

m
�δm − σ̂ 2

m (10)

where α is a variable (α = 1/T ) and the learning parameter, �δm = ã(t) − ˆ̈μm, where �δm

represents standard deviation of the selection process. �δT
m is calculated over T. When none

of the K Gaussian matches the current pixel, it implies that the pixel value is not close to
any of the distributions in the mixture. Assume that ã(t) is a foreground pixel and for each
K Gaussian in the mixture, the following parameters are calculated:

η(ã(t), ˆ̈μ1,t ,
∑

K, t) (11)

where ˆ̈μm is the mean value, and
∑

K, t is the covariance matrix of the Kth Gaussian in
which the covariance matrices are diagonal. If the above said condition is satisfied, the mean
is set to ã(t), the variance is set high and the weight is set low. Over the time, the distribution
will slowly gain a higher weight with a low variance value. Therefore, ã(t) belongs to part
of the background.

The flow diagram of the proposed algorithm is shown in Fig. 2. It explains the adap-
tive learning and parameter update process per pixel of the proposed method. Finally, the
foreground is classified from the background for a given video (challenging conditions).

3.3 Adaptively select K Gaussian Components

The weight �̂m is the mth component of the improved adaptive K GMM. It describes the
pixels that belong to the mth component of the multimodal distribution. The probabilities of
the observed pixels are determined from the samples of the mth component pixel of moving
objects. The number of data samples is d and each sample corresponds to any one of the
components of the adaptive GMM. This can be defined by

nm =
d∑

i=1

o(i)
m (12)

where nm is the number of samples from the mth component, and om is the new sample
from the newly observed pixels. If the components are close with the largest �̂m, then o

(i)
m

is set to 1 and the others are set to 0. The adaptive weight can be defined by the following
equation,

�̂m = 1

K
(

t∑
i=1

o(i)
m − c) (13)

The final improved adaptive update equation is as follows:

�̂m ← �̂m + α(o(t)
m − �̂m) − αcT (14)

where α is the learning parameter of the Gaussian process for observed pixels, and c is
the coefficient of the Gaussian distribution. The update process starts with the improved
adaptive K GMM with one component of the first sample, and later new components are
added to the current sample values for all frames.

3.4 Proposed algorithm

1. Initially K = 1, Learning parameter α = 0.01, bthreshold = 50, mean = ˆ̈μm, variance =

σ̂ 2
m, co-variance =

∑
K, t , temporary matrix A, �̂m is the Gaussian weight value,

standard deviation = 2 to 2.5.
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Fig. 2 Flow diagram of adaptive learning and parameter update process of the proposed method

2. Read Input crowd video. Where N = number of frames, K = Number of Gaussian
components.

3. Set bthreshold value, start learning process, x = Rows and y = columns of each frame,
consider time period = T , observed time = t .
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4. Pre-process of noise video and Start GMM with learning process for a given crowd
video and Construct temporary matrix A.

5. Calculate mean = ˆ̈μm, variance = σ̂ 2
m, then calculate co-variance =

∑
K, t .

6. Apply decision rule- P(BG/ã(t))P (BG))

P (FG/ã(t))P (FG)
, then adaptively adjust threshold based on

observed pixels and Choose bthreshold higher value, it handle multi-model distribution.
7. During matching process, current pixels are matched to observed pixels. If match

founds, IAKGMM and Stochastic update process.
8. For multi-model distribution, the threshold, learning rate, weight values and needed

number of K Gaussian components are automatically and adaptively selected.
9. The prior weight �̂m, mean ˆ̈μm, standard deviation σ̂m are the Kth distributions of the

Gaussian are adaptively updated.
10. If the current pixel does not match with none of the Kth distribution, then ˆ̈μm, σ̂m of

the Kth distributions values are remains the same. After that, new adaptive Gaussian
distribution is made.

11. Weight �̂m is smaller, then bthreshold value is changed while the remaining weights
are renormalized.

12. GMM handles gradual illumination changes and clutter background. IAKGMM uti-
lizes the stochastic approximation procedure to update the parameters with optimal
number of mixture components.

4 Experimental results

4.1 UMN, Crowd datasets

The UMN and crowd outdoor datasets are used to analyze the proposed method. These
datasets have a crowd of people with a sudden abnormal event or activity and the move-
ment of people in different directions with occlusion in the video. To obtain accurate
human detected output in a sudden and gradual illumination conditions, the proposed hybrid
method of multiple human detection is applied to the crowd dataset. Initially, α value is set
as 0.01 and then, it is changed adaptively (ie. 0.01 to 0.05) according to different locations
and scene types in order to handle the dynamic background very effectively. In the com-
plex background, the K Gaussian components are adaptively selected based on the multiple
distributions in a video by using the proposed work.

4.2 PETS2009 datasets

Many computer vision applications need standard datasets for object recognition and video
analysis. This can be fulfilled by the PETS2009 crowd datasets [5]. The PETS2009 datasets
consist of three datasets recorded at the White Knights Campus, University of Reading, and
UK. The datasets consist of people detection and density estimation (Dataset S1), people
counting and tracking (Dataset S2), and flow analysis and event recognition (Dataset S3).
The proposed work is evaluated and analyzed in PETS2009 datasets with all combinations
of the above mentioned datasets. The performance of the proposed method is measured
and analyzed using the Receiver Output Characteristics (ROCs), the Mean Absolute Error
(MAE) and Mean Relative Error (MRE). For the ROC analysis,

Precision = T P/(T P + FP) (15)

Recall = T P/(T P + FN) (16)
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F − Measure = 2(P recision.Recall)/(P recision + Recall) (17)

Accuracy = (T P + T N)/(T P + T N + FP + FN) (18)

where TP is True Positive when the foreground pixels are classified correctly as
foreground,

FP is False Positive when the background pixels are classified incorrectly as foreground,
TN is True Negative when the background pixels are classified correctly as background,
FN is False Negative when the foreground pixels are classified incorrectly as background.
The validity of the proposed method is tested by using Mean Absolute Error (MAE) and

Mean Relative Error (MRE). They are defined as

MAE = 1

N
·

N∑
i=1

|G(i)m − T (i)m| (19)

MRE = 1

N
·

N∑
i=1

|G(i)m − T (i)m|
T (i)m

(20)

where N is the number of frames of the test sequence, and G(i)m and T (i)m are the guessed
and true number of persons in the ith frame for the multimodal distribution, respectively.
The efficiency of the proposed system has been evaluated by carrying out extensive works
on simulation of the algorithm using UMN, crowd and PETS2009 datasets. It is assumed
that PETS2009 and UMN, crowd datasets are recorded according to the camera view-
point and by the way people move on the ground plane in the real world. The proposed
method is processed with crowd video at 24 frames per second. The multiple human detec-
tions are obtained by using frame differencing algorithm, hybrid frame difference to GMM
algorithm, GMM and the proposed hybrid algorithm.

(a) (b) (c) (d) (e)

Fig. 3 Results on real sequences of three dynamic scenes: (a) input frames; (b) frame differencing outputs;
(c) hybrid outputs of frame differencing with GMM; (d) outputs of GMM; (e) outputs of the proposed method
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(a) (b) (c) (d) (e)

Fig. 4 Results on real sequences of two dynamic scenes: (a) input frames; (b) frame differencing outputs; (c)
hybrid outputs of frame differencing with GMM; (d) outputs of GMM; (e) outputs of the proposed method

(a) (b) (c) (d) (e)

Fig. 5 Results on real sequences of three dynamic scenes: (a) input frames; (b) frame differencing outputs;
(c) hybrid outputs of frame differencing with GMM; (d) outputs of GMM; (e) outputs of the proposed method
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(a) (b) (c) (d) (e)

Fig. 6 Results on real sequences of three dynamic scenes: (a) input frames; (b) frame differencing outputs;
(c) hybrid outputs of frame differencing with GMM; (d) outputs of GMM; (e) outputs of the proposed method

Figures 3, 4, 5 and 6 show the input frame, frame differencing, hybrid frame differencing
to GMM, GMM and the proposed hybrid adaptive mixture model.

Table 1 lists the challenging characteristics of twelve sequences of the PETS2009
datasets [5], UMN and crowd datasets. Table 2 shows the parameter settings of the proposed
work compared to other existing algorithms based on threshold values, learning rate and
number of Gaussian components used to update the dynamic background. From Table 2,
it is observed that the proposed work has adaptively changed threshold according to the
observed pixels. From the same table, it is demonstrated that the proposed method works
well in a crowded situation.

In Table 3, the precision and recall values for the different methods are compared with the
proposed method. In this analysis, the precision and recall values of the proposed method
are found to have higher values than the other techniques. Table 4 summarizes the perfor-
mance of the proposed method analyzed on the basis of the MAE, MRE and accuracy. From
the values of MAR, MRE and accuracy, it is shown that the proposed method has minimal
error with improved accuracy. Tables 5 and 6 presents the F-measure and computational
time against all the other methods compared to the proposed method. Figure 7a-b shows the
graph of the proposed method based on the true positive and false positive rates compared
with the existing methods. It shows the accurate detection of the foreground in a crowd
video. Figure 7c shows the comparison graph of the proposed method based on detection
rate. It shows that detection rate of the proposed method is improved compared to the
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Table 1 Relevant challenging characteristics of ten sequences from PETS 2009 datasets and two sequences
from crowd datasets used to evaluate the performance of the proposed method. where FL = Frame Length,
IF = Input Frame, MC = Medium Crowd, VLC = Very Low Crowd, HC = High Crowd, OV = Overcast, BS =
Bright Sunshine, LS = Less Sunshine

Videos [16] Challenges FL IF Conditions People(in crowd video)

S1.L1.13-57(1) Fluttering tape 221 95 MC, OV 31

S1.L3.14-17(1) Fluttering tape 91 73 MC, BS, shadows 40

S3.MF.12-43(6) Lack of natural lighting 107 77 VLC, LS 7

S3.MF.12-43(5) Shadows 107 97 VLC, OV 7

S3.MF.14-13(1) Fluttering tape 231 91 HC, BS, shadows 42

S3.MF.12-43(1) Fluttering tape 108 77 VLC, OV 7

S3.MF.14-13(1) Fluttering tape 231 91 MC, BS, shadows 42

S3.MF.14-37(3) Tree partially occluding 108 23 MC, BS, shadows 27

S3.MF.12-43(7) Vehicle and tree moving 107 91 VLC, OVt 7

S3.MF.14-52(4) Reflective windows 92 84 HC, BS, shadows 27

S1.L2.14-06(1) Fluttering tape 201 102 HC, OV 37

S1.L1.13-59(1) Fluttering tape 241 112 MC, OV 31

UMN dataset Dynamic background 120 87 BS, shadows 15

Crowd2 dataset Dynamic background 135 36 LS 30

existing methods [29]. Figure 8a-b shows the graph of the proposed method based on the
detection rate and error rate. From Fig. 8a-b, it is proved that the proposed approach always
achieves low false positive rate (less than 1 percentage) with high detection accuracy for all
α values.

4.3 Adaptation over lighting changes and scene changes

The proposed hybrid method utilizes the property of adaptive adjustment of mixture weight
through adaptive learning rate parameter α for different locations of pixels and different
dynamic background changes. The GMM [17, 18, 29] algorithm is tuned to stand for quick
changes in background and IAKGMM [2, 22] algorithm tolerates the shadow problem,
quick and sudden lighting changes through adaptive control of learning rates. The visual
qualities of the proposed method shown in Figs. 3e, 4e, 5e and 6e are plausible for different
challenging conditions in a crowd video compared to other [18, 27] methods.

The input video of Fig. 3a has dynamic background, complex motion of human and
abnormal activities with crowd environment and the proposed hybrid method works well

Table 2 Parameter settings of BGS algorithms. Where FD = Frame Differencing, HFDGMM = Hybrid
Frame Differencing with GMM, GMM = Gaussian Mixture Model

Methods Settings

FD bthreshold=15

HFDGMM [21] bthreshold=16, α = 0.02, n=5

GMM [12, 27] bthreshold=15, α = 0.01, n=3

Proposed bthreshold=50, 20, 30, 35, 55 etc., , α = 0.01 to 0.25, n=5
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Table 3 Precision and recall values for different datasets analyzed by the proposed method and compared
with existing methods. where FD = Frame Differencing, PRE = Precision Value, REC = Recall Value

Videos FD HFDGMM GMM Proposed

Datasets PRE REC PRE REC PRE REC PRE REC

S1.L1.13-57(1) 74 61 76 70 89 78 97 87

S1.L3.14-17(1) 82 70 83 72 84 79 97 83

S3.MF.12-43(6) 81 65 82 69 84 81 99 79

S3.MF.12-43(5) 72 84 74 80 89 82 96 89

S3.MF.14-13(1) 73 69 75 71 86 80 95 86

S3.MF.12-43(1) 76 82 77 84 87 79 93 84

S3.MF.14-13(1) 74 67 76 70 90 78 90 82

S3.MF.14-37(3) 73 82 74 84 84 70 95 78

S3.MF.12-43(7) 68 82 70 81 87 71 92 80

S3.MF.14-52(4) 70.5 72 72 78 88 79 96 84

S1.L2.14-06(1) 74 56 76 63 91 82 93 87

S1.L1.13-59(1) 67 81 70 83 87 76 94 75

UMN 76 85 78 80 87 81 97 83

Crowd2 70 55 75 62 86 85 93 96

in that conditions. It is observed that, the quick and accurate multiple human detection is
obtained in Fig. 3e by using the proposed method and it also prevent the abnormal activities
in crowd scene compared to other methods. This method proves to be very useful to crowd
monitoring and controlling crowd scenario (eg. Shopping malls, public meeting etc.,).

Table 4 Performance measures using the MAE and MRE for the proposed method. where IF = Input Frame,
MAE = Mean Absolute Error, MRE = Mean Relative Error

Videos IF MAE MRE Accuracy (%)

UMN 87 11.36 40.01 86

Crowd 36 8.09 30.45 91

S1.L1.13-57(1) 95 1.32 6.7 88

S1.L3.14-17(1) 73 1.05 8.01 92

S3.MF.12-43(6) 77 6.87 14.55 87

S3.MF.12-43(5) 97 17.75 32.13 85

S3.MF.14-13(1) 91 7.7 17.05 93

S3.MF.12-43(1) 77 9.01 60.67 89

S3.MF.14-13(1) 91 18.67 52.07 92

S3.MF.14-37(3) 23 0.65 13.07 84

S3.MF.12-43(7) 91 8.34 23.09 87

S3.MF.14-52(4) 84 9.66 32.12 90

S1.L2.14-06(1) 102 5.67 19.05 94

S1.L1.13-59(1) 112 1.4 10.71 93



Multimed Tools Appl (2017) 76:14129–14149 14143

Table 5 Performance measures using F- Measure (FM) for the proposed method

Video sequences Input Frame FD HFDGMM GMM Proposed

UMN 87 80.25 78.98 83.89 89.45

Crowd2 36 61.6 67.88 85.49 94.47

S1.L1.13-57(1) 95 66.87 72.87 83.14 91.73

S1.L3.14-17(1) 73 75.52 77 81 89.46

S3.MF.12-43(6) 77 72.12 74.94 82.47 87.87

S3.MF.12-43(5) 97 77.54 76.88 85.36 92.37

S3.MF.14-13(1) 91 70.94 72.94 82. 89 90.27

S3.MF.12-43(1) 77 78.89 80.35 82.8 88.27

S3.MF.14-13(1) 91 70.32 72.87 83.57 85.81

S3.MF.14-37(3) 23 77.23 78.68 76.37 85.66

S3.MF.12-43(7) 91 74.35 75.09 78.18 85.58

S3.MF.14-52(4) 84 71.24 74.88 83.26 89.9

S1.L2.14-06(1) 102 63.75 68.89 86.26 90

S1.L1.13-59(1) 112 73.33 75.94 81.12 83.43

Figures 3a, 4a and 5a are walking sequence input videos that are obtained from
PETS2009 datasets with sparse, dense and medium crowd with different views and illu-
mination conditions (low sunshine, bright sunshine and overcast). The proposed method
generates accurately segmented multiple human and are shown in Figs. 3e, 4e and 5e.
Figure 5a, the PETS2009 crowd formation input video has multiple flow gathering, wav-
ing trees and overcast conditions. The proposed method produces an accurate segmented
result as shown in Fig. 5e compared with other techniques. Figures 5a and 6a shown very
low crowd with different illumination conditions and the proposed method has accurately
detected the multiple human. They are shown in Figs. 5e and 6e. While Fig. 6a PETS2009

Table 6 Performance measures using computational time (in secs) for the proposed method

Video sequences Input Frame FD HFDGMM GMM Proposed

UMN 87 5.7 4.5 3.4 2.03

Crowd2 36 5.2 4.01 3.1 2.02

S1.L1.13-57(1) 95 5 4 3.01 2

S1.L3.14-17(1) 73 5.3 4.3 3.03 2.4

S3.MF.12-43(6) 77 4.9 4.06 3.13 2.32

S3.MF.12-43(5) 97 4.67 4.25 3.45 2.21

S3.MF.14-13(1) 91 5.32 4.43 3.23 2.4

S3.MF.12-43(1) 77 5.02 4.65 3.63 2.17

S3.MF.14-13(1) 91 4.73 4.23 3.34 2.43

S3.MF.14-37(3) 23 4.63 4.12 3.2 2.5

S3.MF.12-43(7) 91 4.75 4.21 3.25 2.24

S3.MF.14-52(4) 84 4.82 4. 45 3.56 2.47

S1.L2.14-06(1) 102 4.55 4 3.42 2.48

S1.L1.13-59(1) 112 5 4.77 3.61 2.41
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(a) (b)

(c)

Fig. 7 (a, b and c) show the Quantitative comparisons of precision versus recall and detection rate proposed
method to all the other methods

running sequence input video has a dense crowd with overcast conditions, the proposed
method produces a good segmented result compared to other techniques and it is shown in
Fig. 6e.

4.4 Quantitative evaluation

Figure 7a-b presents the Receiver Operating Characteristics curve of people in overcast
and people in bright sunshine in a crowd sequence. Figure 7c shows that the proposed
method has high detection rate compared to other methods. From the figure, a noticeable
improvement is achieved to detect multiple human in a crowd video. From the quantita-
tive analyzation [14, 18] view, the proposed hybrid method is analyzed using PETS2009
(benchmark) and UMN, crowd datasets which have a complex background and challenging
sequences.

The statistical graph is obtained for different values of α to all the compared methods.
It is shown in Fig. 8. In this work, the detection rates and error rates of the proposed work
are compared under different α (learning parameter) values with accuracy and false posi-
tives rates for multiple human detection. Results in Fig. 8 shows that, the proposed method
achieves low false positive rates while maintaining high detection accuracy for all α values.
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(a) (b)

Fig. 8 Quantitative comparisons under different α values (a) comparisons of accuracy of foreground detec-
tion in multiple foreground detection.The detection level is of 95 % (b) comparisons of false positives rates
in multiple foreground detection. The false positive level of is less than 1 % (Proposed hybrid GMM with
IAKGMM)

The false positive rate measures the accuracy of the detection of multiple objects in a crowd
scene. The false alarm rate measures the degree of false detection. The performances of the
proposed methods are shown in Fig. 8a-b and it proves that the proposed method detects
accurate multiple human in a crowd scene for different challenging conditions.

From the above figure, it is shown that the proposed hybrid method outperforms the
traditional GMM and other existing methods [14, 18, 29] in terms of detection ratio, false
alarm rate and accuracy level for detecting multiple human in a crowd scene. The proposed
hybrid method performs noticeably when there is a quick, sudden illumination conditions
and crowd condition. It indicates that the hybrid method has a significant performance for
complex background and illumination changes in terms of false positive rates. From the
above simulation results, it is observed that a static background needs only less number of
Gaussian components whereas the adaptive and non-static background (complex) needs to
be modeled by the mixture of multiple Gaussian components.

4.5 Inference

Automatic detection of multiple human in a crowded environment is very important in con-
sumer applications like video analysis for human safety in public areas. So, the proposed
work achieves an automatic multiple human detection in crowd videos using multi-camera
surveillance datasets. Pixel-based performance metrics are provided using the PETS2009,
UMN and crowd datasets.

The state-of-art evaluation tools are: precision (PRE), recall (REC), F-Measure (FM),
Mean Absolute Error (MAE), Mean Relative Error (MRE) and accuracy. The proposed work
has the advantages of different challenging conditions such as illumination changes and
complex background. The proposed hybrid algorithm is adaptable to different conditions
through adaptive thresholding, parameter settings, adaptive learning and update process for
each background pixel as well as foreground pixel.

Adaptive and robust detection can be achieved based on adaptive mixture of Gaussian
weights, and automatic selection of needed number of Gaussian components for dynamic
background. From the simulation results, it is noted that the proposed frame work han-
dles the complex background effectively using adaptive learning rates and insensitivity to
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gradual and sudden illumination changes in the background. So, this is sensitive to slow
variations and fast variations of motion in the video, thereby enabling to detect abnormal
changes in foreground for surveillance applications.

The proposed hybrid method works well in a crowded environment. The performance
analysis of the proposed background subtraction technique enables efficient foreground
extraction in the crowd environment. The above techniques are analyzed with different
indoor and outdoor datasets. The ROC curve is used to analyze the performance of the
proposed method which gives the performance of the accurate foreground detection rate.
True Positive defines how many correct positive samples occur between all positive sam-
ples available during the test. False Positive defines how many incorrect positive samples
occur between all negative samples available during the test. From the ROC analysis, more
TP samples give the accurate multiple foreground detection and more TN samples give the
accurate background detection. From the visual superiority of Figs. 3–6, it is inferred that
the proposed multiple human detection method works well in a crowded scene for dynamic
background and different challenging conditions (lighting conditions, illumination changes
and different viewpoints). The proposed method has less computational complexity with
high speed compared to other methods in a multiple human detection.

From Table 3, the precision and recall values of the proposed method are found to have
23 %, 21 % and 8 % higher value than FD, HFDGMM and GMM techniques, respectively.
It is proved that the true positive samples are more than the false positive samples and fur-
ther the visual excellence of the result shows that the performance of the proposed method
is better in crowd video. From the results in Table 4, the MAR, MRE and accuracy are more
than 85 % most of the time with minimum error rates for the proposed method. In Tables 5
and 6, the proposed method obtains the best F-measure (FM) and reduction of computa-
tional time against all the other methods respectively. From the same table, it is evident that
the proposed algorithm outperforms all the other algorithms for the given crowd scenes [6,
10, 12] with less computational time. From Fig. 7a-c, it can also be inferred that, the per-
formance of the proposed method efficiently works in crowd videos. From Fig. 8a-b it is
proved that the proposed approach always achieves low false positive rate (less than 1 per-
centage) with high detection accuracy for all α values. From the above observations, the
proposed method have the following advantages,

(i) The proposed hybrid algorithm have advantages of adaptive adjustment of learning
rates and also adaptively select the needed number of K components and thresholding
of each frame at different positions and properties of observed pixels.

(ii) The advantages of the proposed method are quick updating of each pixel and select-
ing the needed number of Gaussian components for complex background [20]. The
proposed hybrid algorithm is automatic and completely adapts to the scene.

5 Conclusion and future work

This work presents an accurate and automated multiple people detection framework in
a crowd using a hybrid adaptive background subtraction method. The proposed work
hybridises the concept of GMM approach with IAKGMM approach into a single frame-
work. The proposed hybrid algorithm adapts to both sudden, gradual illumination as well as
dynamic background changes. The proposed algorithm is compared with the state-of-the-art
human detection methods in a crowd video for visual surveillance applications and it works
better in dynamic background and different illumination changes.
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The performance of the proposed method is evaluated and analyzed by using ROC anal-
ysis, MAE and MRE calculations. The proposed method is a hybrid of GMM output and the
improved adaptive KGMM output, which produces an efficient multiple people detection in
a crowded environment for solving challenges present in the PETS2009 datasets and UMN,
crowd datasets. This proposed method is based on the spatial and temporal pixel variations
in each and every frame, which are useful in tolerating the effect of challenging factors such
as waving trees, crowd scenario, overcast conditions, natural lighting, and bright sunshine
(sudden and gradual illumination changes). The proposed algorithm having the properties of
adaptive learning control, adaptively changing weights and automatically selects the neces-
sary number of K Gaussian components per pixel in order to handle a complex background
as well as illumination changes.

The simulation results and the performance graphs show that the proposed method is
flexible and has less computational time. The proposed method is analyzed and examined by
the precision, recall, accuracy, f-measure, computational time, MAE, and MRE parameters.
It is found that the proposed method exhibits better results compared to the existing meth-
ods. By using the proposed method, the multiple human detection rate is improved from
90 % to 95 % and the computational time is reduced from 5secs to 2.5secs than the exist-
ing methods in different practical situations. In future, an improved methodology may be
adopted to enhance the performance in terms of increasing the detection rate and optimizing
the computational time. The present technique can also be improved to handle other chal-
lenging conditions such as rain, overlapping and so on. Furthermore, by using FPGA/ARM
based hardware implementation, this work may support real-time surveillance systems.
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