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Abstract The ownership verification of digital images is possible by the help of image
watermarking. Watermarking make the image secure towards unlawful use; but at the same
time, it causes some information loss too. Medical and defense are few fields, where even a
small change in data can be very problematic. So there is need of reliable and lossless
watermarking schemes. The present study is focused on the development of lossless
watermarking method that can fulfill five basic requirements (robustness, reversibility, invis-
ibility, security and capacity) of ideal lossless watermarking scheme maximally. Arnold
transformed watermark is embedded into the host to restrict any unauthorized access of
watermark even after extraction. Slantlet transformed coefficients are known to be quite robust
towards image processing attacks; so block wise Slantlet transform is employed to resist the
maximum attacks and to ensure a decent capacity. Mean values of transformed coefficients are
used for embedding to increase the robustness and imperceptibility. The spatial domain
overflow/underflow (due to embedding) is taken care by a post processing to satisfy the
reversibility requirements. The embedding strength of watermarking is controlled with the help
of artificial bee colony (ABC) in order to get an optimal tradeoff between invisibility and
robustness. The proposed scheme is applied to a range of images to show its applicability to
different domains.
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1 Introduction

The development of internet, multimedia and related tools make the sharing of images
very easy and fast but this also makes the security of these images quite vulnerable.
Today many powerful image processing tools are available, which can change the
images in such a way that it’s become almost impossible to verify the authenticity of
modified images with naked eyes [19, 31]. Doing so, attacker can claim the false
ownership of copyrighted images. Attacker can also manipulate some important
portion in the image that can lead to money lose/ in worst cases human life (medical
and defense) too [19, 31]. So there is need of technique, which can protect digital
images from intentional/unintentional attacks as well as preserve the ownership infor-
mation. Image watermarking is one of the most powerful tools, which is currently
being used to solve this issue. In Image watermarking, digital information (watermark)
is inserted into the host image, which is used to check the authenticity and ownership
of host image after intentional/unintentional attacks [25]. The watermark insertion can
be visible/ invisible in the host image; but invisible watermark gets more preference
as it is difficult to remove from to host. Though, in some cases, both types of
watermark are inserted in host for better security. Watermarking can also be classified
on the basis of embedding domain as spatial domain embedding and transferred
domain embedding. Spatial domain provides higher capacity but such watermarks
generally show fragile nature [19, 31]. Though, fragile watermark are also useful in
many cases (tampering localization [33]/tampered area recovery [8]) but it doesn’t
provide an effective solution for ownership checking. On the other hand, transformed
domain provides much more robust watermarking but with lesser capacity. Trans-
formed domain watermarking provides higher resistance towards signal processing as
well as geometrical attacks [1, 2, 7, 10, 23, 27, 30]. There is also a class know as
semi fragile watermarking [41], which can resist more attacks than spatial domain but
lesser than transformed domain [19, 31]. Transformed domain watermarking uses any/
combination of DFT (Discrete Fourier transform [30]), DCT (Discrete cosine trans-
form [2]), DWT (Discrete wavelet transform [1]), SVD (Singular value decomposition
[7]) etc. for the transformation of host image. DWT and its variants [23, 27] are one
of the most preferred transforms for robust watermarking as they show better perfor-
mance than other transforms.

In addition to robust watermarking, the aim of robust-reversible watermarking is not only
the protection and recovery of watermark after the attacks but also the lossless recovery of host
image itself [24]. This makes the design of robust-reversible watermarking schemes even more
challenging. Many real life applications (Medical, defense and remote sensing etc.) required
protection along with lossless retrieval of host images because even a small change in the data
can produce a critical change in the decisions based on them. In order to satisfy this need,
reversible data hiding techniques are developed by researchers.

The next section is providing a review of work done in the field of robust-reversible
watermarking along with the suggested improvements. After that, some preliminary theories
are discussed in section three that are used in this study. The proposed watermarking is
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discussed in section four. Section five provides results of proposed scheme along with a
detailed discussion. At last, the study is concluded in section six.

2 Related work

The Recovery of original host image after extraction of the watermark is desirable in
many real life applications and it can be realized by using robust-reversible
watermarking [20, 26]. Such type of watermarking must have the ability to deal with
unintentional attacks (channel noise, JPEF compression etc.). Even, it will be better if
it could sustain intentional attacks (histogram equalization, gamma correction etc.).

In 2000, Macq [26] proposed one of the first lossless watermarking schemes by
utilizing modulo addition 256 and patchwork algorithm. Honsinger et al. [20] also
proposed a scheme based on modulo addition 256. But both the schemes [20, 26]
suffer with low imperceptibility and are not able to sustain salt and pepper noise
attack. Fridrich et al. [15] proposed a reversible watermarking scheme by modifying
the LSB (least significant bit) but it limit the capacity of scheme and show fragile
nature. To improve the capacity, Fridrich et al. [16] proposed an improved scheme in
2002. De Vleeschouwer et al. [12, 13] suggested the embedding of watermark in the
host image based on the rotation of histogram. This make the scheme robust towards
JPEG compression but this scheme was also unable to pass from salt and pepper
noise. In these schemes [12, 13], the very first time watermarked medical image’s
ability is tested to resist lossy compression along with the ability to regenerate the
host image. Afterwards, many other schemes have been proposed by different re-
searchers to deal with unintentional attacks [3–6, 17, 28, 29, 40, 41] and the noise
attack of the channel [3–6, 40, 41]. The aim of these schemes was to provide a robust
reversible watermarking. Robust reversible schemes can be classified into two do-
mains i.e. spatial domain [4–6, 12, 13, 17, 28, 29] and transformed domain [3, 40,
41].

To overcome the problem of salt and pepper attack, Ni et al. [28, 29] suggested
dividing of host image into non overlap blocks and then these blocks are further
divided into equal halves. The embedding of watermark is done by changing the
average value of these two halves. Overflow/underflow is controlled by using four
different strategies for watermark embedding after dividing them into four groups. The
scheme show robustness toward lossy attacks but fail to provide complete reversibil-
ity. Gao et al. [17] proposed an improvement to solve the issue of imperfect
reversibility by incorporating block skipping methodology into the scheme. This helps
to choose such blocks for embedding, which can produce complete reversible host
image and skips the inappropriate blocks. Due to this, the issue of imperfect revers-
ibility was resolved but it reduces the capacity of scheme.

A transform domain approach for robust reversible watermarking is presented by
Zou et al. [40, 41] by making use of the properties of IWT (integer wavelet
transform). The scheme used the high frequencies (sub-band) coefficients of the
transformed host image for insertion of watermark. It divides the sub-band in small
blocks and shifts the mean value for each block for embedding. This shifting causes
overflow/underflow problem in some blocks. In order to solve this issue, spatial
domain block classification is been utilized but this changes the watermark bit in
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some cases, which is further been resolved by incorporating error correction methods.
This scheme show robust nature towards lossy attacks (JPEG compression, Gaussian
noise etc.) but it was unable to provide complete reversibility and also suffers with
low data hiding. An et al. [3] proposed a scheme based on the transform coefficients
of IWT. It utilizes one of the high frequencies sub-bands of IWT for embedding of
watermark. The overflow/underflow is avoided by using a preprocessing on pixels. In
this preprocessing, the histograms of pixels are shifted by a maximum shift (opposite
direction) that can be happen to them during the embedding of watermark. This
method required some side information to be saved, which is needed during the
extraction of watermark in order to ensure the complete reversibility of scheme. This
scheme shows a complete reversible nature and it was robust towards many lossy
attacks. However, the scheme capacity and imperceptibility was low.

Rasha et al. [37] suggested a new scheme using the Slantlet transform; to improve
the imperceptibility of watermarked image without compromising any other parameter.
This scheme divided the host image into non-overlapped blocks and then transforms
these blocks to SLT (Slantlet transform) matrix. Then after, it divides the matrix into
four blocks. The watermark insertion is done by shifting the mean value of any one
band. It also incorporates the pre-processing proposed by An et al. [3] to avoid
overflow/underflow. Thabit et al. [38] again improved their method [37] by utilizing
the same transformed but changing the watermark insertion methodology and pre-
processing to post-processing to deal with overflow/underflow.

The earlier developed reversible watermarking scheme was mostly focused on the
gray scale domain [3–6, 12, 13, 17, 28, 29, 40, 41] and a very less emphasis was
given on color image [17, 29, 38]. Thabit et al. [38] applied the reversible data hiding
technique to medical color images by looking at the future need to do so. In recent
times, diverse color information based medical imaging aspects have been introduced
(e.g., wound photography, microscopy, skin scanning, and gastrointestinal endoscopy)
[11]. The gray scale schemes are not applicable directly to the color domain [11], so
new research need to be done in this field as the use of color medical image is
increasing and so the need of relevant security schemes.

Watermark embedding strength is the parameter that controls the robustness and
imperceptibility of watermarking scheme. Thabit et al. [38] used different embedding
strength to provide a variation of imperceptibility and robustness. In the present work,
it is shown that imperceptibility and robustness are inversely proportional parameters.
The increase of embedding strength increases the robustness but decrease the
imperceptibility, whereas opposite happen on decreasing the embedding strength. To
tackle this problem, a new watermarking scheme ABCORRW (ABC Optimized robust
reversible watermarking) is presented in this work. In this work, we are presenting a
way to obtain the tradeoff between robustness and imperceptibility by controlling the
embedding strength using artificial bee colony [21]. The proposed scheme is applied
to images of different domains in order to show its usefulness.

3 Preliminary

The section is providing a preliminary knowledge of different theories that are utilized in
proposed work.
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3.1 Arnold transform

The pixels of the watermark image are randomized in order to make it secure even after
successful extraction from the host image. For the said purpose, Arnold transform is utilized
because of its secured nature. Arnold transform matrices can only be reversed back to original
form by the unique key/code. This transform provides an iterative movement to the image
pixels of the array [39]; to which it is been applied. The mathematical representation of a 2D
Arnold transform is shown in equation 1.

xi
yi

h i
¼ 1

n
m
mnþ1

� � xi−1
yi−1

h i
⋅mod⋅ hð Þ ð1Þ

In equation 1, ‘m’ and ‘n’ are fixed positive integer numbers, which help in deciding the
period of the transform. Arnold transform is applicable to square matrices only. With the
consideration of square matrix, ‘h’ is the height of image. Pixel values are represented by x and
y and transformed pixel values are represented by xi and yi after ‘i’ number of iterations. As
already mentioned that Arnold transform show periodic nature i.e. if we kept on transforming
complete image then each pixel (x and y) will came back to their initial position after a certain
number of transforms (T), which is also known as period of Arnold Transform. The period
value value depends on the values of m, n and h.

Suppose that ‘i’ transforms are performed on the original image during the randomization
process. So, in order to get the original image back, further (T-i) transforms needs to be
performed on this pre-randomized image.

3.2 Slantlet transform

DWT has been applied to many domains of image processing and it has been proven to
be very useful because of its excellent capability of spatio-frequency representation. The
DWT is used to obtain the time localization as well as the smoothness parameters at any
instant. The unique representation of both parameters is not possible at one point, due to
limitation of uncertainty principal. So a good tradeoff needs to be obtained between these
two parameters. Ivan W. Selesnick [34, 35] proposed a DWT equivalent representation,
called Slantlet transform (SLT). Slantlet transform provides a better time localization and
smoothness by supervising the length of discrete-time basis functions as well as their
moments. SLT provides an equivalent representation of DWT filter banks in order to
obtain the filter coefficients. The equivalent SLT filter banks representation is shown in
Fig. 1.

On the contrary of filter multiplication of DWT, SLT filter banks are making use of
parallel structure as shown in the Fig. 1. So, the lengths of SLT filters are shorter than the
equivalent DWT filters. A detail implementation can be seen in [34, 35] along with the
proof of orthogonality of slantlet transform. The host image is first divided into non-
overlapping blocks and then SLT is implemented on these blocks.

3.3 Artificial bee colony (ABC)

Karaboga [21] introduce a simple and robust population based optimization algorithm
in the year 2005 and named it artificial bee colony (ABC). It is based on the smart
foraging actions of a honey bee swarm. Experimental result showed that ABC
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performs quite alike other metaheuristics techniques but provides an additive advan-
tage of using less control parameters [22]. The ease of implementation and effective-
ness make researches to use ABC in solving many problems [9, 14, 18, 32, 36].
Artificial Bee colony is already been implemented into different imaging optimization
problems like image segmentation [18], compression [32] and enhancement [14]. The
use of ABC provided an improved result in all these domains. ABC is known to
tackle the multidimensional search quite effectively and the same is utilized in this
work also.

The possible solutions of given problem are represented by the food source in
ABC algorithm and fitness of any solution is represented by nectar amount of a food
source. There are three types of bees exist in ABC: employed bees, onlooker bees and
scout bees. Employed bees represent the number of solutions in the given population
size. ABC starts with an initial population of solutions of size N (food source
locations) with each having a dimension D i.e. initial solution can be represented as
Xi = {x(i, 1), x(i, 2)… x(D,i)}; where i = 1, 2… N

After the initial distribution, search becomes a repetitive process of choosing best
solution till the stopping criteria is reached. The onlooker bees choose the best food
sources based on the fitness function value and information supplied by employed
bees, whereas the scout bees leaves their current food source in order to search better
food sources. In ABC algorithm, employed bees and onlookers and are responsible for
exploitation process, whereas scouts bees take care of proper exploration. The ABC
algorithm contain following steps:

(a)

(b)

H (z)

F (z)

F (z)

H (z)

H (z)

F (z)2

2

2

H (z) H (z2) H (z4)

H (z) H (z2) F (z4)

H (z) F (z2) 

z-4 H (z) F (z2)

F (z) 

z-2 F (z) 

8

8

8

8

8

8

2

2

2

Fig. 1 3-scale filter banks (a) Discrete wavelet transform (b) Equivalent slantlet representation
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1) N numbers of food sources are allotted randomly between the permissible lower
Xmin = (x(min,1),… x(min, D)) and upper limit Xmax = (x(max,1),… x(max, D)) of allocation with
each having dimension D using equation 2.

x i; jð Þ ¼ x min; jð Þ þ rand 0; 1ð Þ � x max; jð Þ−x min; jð Þ
� � ð2Þ

2) Each employed bee generates a new solution on the basis of local information available to
it and compares the fitness of generated solution with the parent solution. The better
solution among these two is used for next iteration. The new solution Yi = (y(i,1), y(i,2)…
y(i,j)) from current solution Xi = (x(i,1), x(i,2)… x(i,j)) is generated by using equation 3.

y i; jð Þ ¼ x i; jð Þ þ Ф i; jð Þ � x i; jð Þ− x k; jð Þ
� � ð3Þ

Here, indices k ∈ (1, 2…N) and j ∈ (1, 2…D) are randomly chosen in such a way that k
are i remain different. Ф(i,j) is a random number between zero and one.

3) The employed bee shared the fitness information with the Onlooker bee. The Onlooker
bee generates a probability (Pi) of nectar (fitness) amount using equation 4 and 5.

Pi ¼ f itiX N

i¼1
f iti

ð4Þ

f iti ¼
1

f X ið Þ þ 1
if f X ið Þ≥0

1þ abs f X ið Þð Þ otherwise

8<
: ð5Þ

Here f(Xi) represents the value of objective function at the food location Xi. The objective
function used in current study is defined by equation 16.

4) A random number is generated for each onlooker bee between zero and one; if Pi of food
location have a greater value than the random number then step 2 is followed by that
onlooker bee too.

5) If predetermined number of iterations is not able to change the food locations then such
location are assumed to be abandoned. The value of predetermined number of iterations is
important parameter and known as limit. In such situations, scout bee determines the new
positions randomly in order to replace the abandoned positions.

Steps (1)–(5) kept on repeating till the predetermined stopping criteria (maximum iteration,
minimum change) met.
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4 Watermarking scheme

Proposed scheme is making use of SLT domain by dividing it into four bands (LL, LH, HL
and HH) such that

4.1 Watermarking embedding

The block diagram of embedding process is shown in the Fig. 3 and it contains the following
steps:

1) The transformed host image (H ×W) is divided into smaller non-overlapping blocks (NB)
of size L × L such that it satisfy equation 6.

NB ¼ H �W
L2

ð6Þ

2) Each block in spatial domain (Ai) gets transformed into SLT domain (Bi) using equation 7
in such a way that it can be reconstructed using equation 8.

Bi ¼ SnAiSTn ð7Þ

Ai ¼ SnBiSTn ð8Þ

3) All the transformed blocks gets converted into four bands as shown in Fig. 2.
4) The mean value of the coefficients in HL and LH bands i.e. MeanHL and MeanLH are

calculated.
5) Arnold transform is applied on the watermark image with a secret key to protect it even

after successful extraction.
6) Insertion of one watermark bit is done in each block using the modification factors (MF1,

MF2) as shown in equation 9 and 10 and explains below.

MF1 ¼ T− MeanHL−MeanLHð Þ
2

ð9Þ

1 L

L

LL HL

LH HH

LL = S (1: L/2, 1: L/2) 
LH = S ((L/2+1): L, 1: L/2) 
HL = S (1: L/2, (L/2+1): L) 
HH = S ((L/2+1): L, (L/2+1): L)

Fig. 2 Strategy to divide the SLT coefficients into bands
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MF2 ¼ T− MeanLH−MeanHLð Þ
2

ð10Þ

If watermark bit = 1 and MeanHL −MeanLH ≥ T then there will be no change
If watermark bit = 1 and MeanHL −MeanLH < T then MeanHL

new = MeanHL +MF1 and
MeanLH

new = MeanLH −MF1 If watermark bit = 0 and MeanLH −MeanHL ≥ T then there will be
no change

If watermark bit = 0 and MeanLH −MeanHL < T then MeanLH
new = MeanLH +MF2 and

MeanHL
new = MeanHL −MF2

7) After the embedding, mean values of LH and HL in all the block follow the pattern such
that: If watermark bit is 1, MeanHL −MeanLH ≥ T and if watermark bit is 0,
MeanHL −MeanLH < T .

8) The changes in mean values (block wise) are saved as side information for host image
reversibility.

9) Conversion of the image from SLT domain to spatial domain is done. Rounding
off of pixels is performed. The change in SLT coefficients values may cause an
overflow (pixel value > 255)/underflow (pixel value < 0). So, these pixels values
are change as per equation 11. Locations and original pixel values have been
saved as side information.

A
0
w ¼ 255; if Aw i; jð Þ > 255

0; if Aw i; jð Þ < 0

�
ð11Þ

4.2 Watermarking extraction and host regeneration

It is assumed that the watermarked image goes through certain attacks and so it is represented
by A′w

* instead of Aw
′ . Extraction of watermark and host regeneration is shown in Fig. 4. It

contains the following steps:

Host Image

Watermark 

Non overlapping 

block division

Block wise Slantlet 

Transform

Transformed block division 

in bands as per figure 2

Select HL and LH bands and find 

Mean and Mean

Arnold transformed 

watermark 

Embedding of watermark such that:

If watermark bit is 1, Mean −

Mean ≥ T and if watermark bit is 

0, Mean − Mean < T

Side Information 

Inverse Slantlet Transform

and block combination 

Post processing for 

overflow/underflow 

Watermarked Image 

Fig. 3 Block diagram of embedding process
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1) With the help of side information of overflow/underflow, retrieved back approximated
version of spatial domain watermarked image Aw

*.
2) Apply the block wise slantlet transform on Aw

* and extract the approximated watermark
bits using equation 12.

w*
i ¼

1; if Mean* HLð Þi ≥Mean* LHð Þi
0; if Mean* HLð Þi < Mean* LHð Þi

(
ð12Þ

3) Inverse Arnold transform is performed as per the key to obtain the watermarked image.
4) With the help of side information related to changes in Mean coefficients, Host image is

regenerated.

4.3 Optimization of scaling factors using ABC

From the embedding and extraction process, it is quite visible that the quality of formed
watermarked image and extracted watermark are totally depends on the embedding strength T.
A low value embedding strength degrades the robustness of watermark where as a high value
minimizes the imperceptibility so there is a need to choose an optimal value embedding
strength for each embedding, which provides a balance between imperceptibility and

Table 1 Control parameters of ABC algorithm

Swarm size 20

Limit 25

Number of onlookers bee 50 % of the swarm size

Number of employed bee 50 % of the swarm size

Number of scout bee Changeable

Watermarked Image 

Side Information 
Watermarked image 

with overflow/underflow

Perform Block wise Slantlet 

transform and obtain HL 

and LH bands  

Extraction of watermark:

Mean ( ) ≥ Mean ( ) ; Watermark bit is 1 

Mean ( ) < Mean ( ) ; Watermark bit is 0

Perform Inverse Arnold 

Transform 

Change the HL and 

LH value as per side 

information

Host Image Watermark

Fig. 4 Block diagram of extraction process
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robustness. Imperceptibility is the measure of similarity between the host image and
watermarked image. Suppose the size of host (X) and watermarked image (X*) is n × n and
they can attain a maximum pixel value as Xmax. Then, imperceptibility can be define in term of
PSNR (peak signal to noise ratio) as:

Imperceptibility ¼ PSNR ¼ 10 log10
n� n � Xmaxð Þ2X n

i¼1

X n

i¼1
X i; jð Þ−X * i; jð Þ� �2

0
@

1
A ð13Þ

Robustness is defined as scheme’s ability to deal with the attacks. The difference of
extracted watermark and original watermark can be used to show the robustness of scheme
in terms of BER (Bit error rate) as:

Robustness ¼ BER−1 ¼ wrong recovered bits in extracted watermark
Total number bits in watermark

ð14Þ

Suppose that the scheme considered N type of attacks during the embedding strength
optimization. Then, the average robustness can be written as:

Robustnessaverage ¼ NX N

i¼1
BERi

ð15Þ

The objective of the ABC optimization is to maximize both imperceptibility and
robustness, so following objective function (Equation 16) is formulated for minimiza-
tion:

…………………………………

Perform embedding process (section 4.1) with embedding strength 

(positions)

Calculate the Error function as per equation (16)

Attack 1 Attack 2 Attack N

Perform extraction process (section 4.2)

Is termination 

condition 

reached?

Use these values for final embedding 

Update the bee positions 

as per the steps describe 

in section 3.3

Initialize the position of bees and other parameters as per section 3.3

No

Yes

Fig. 5 Block diagram of embedding strength optimization using ABC
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Error ¼
X N

i¼1
BERi

N
þ 20

PSNR

0
@

1
A ð16Þ

The solution of error function is amulti-dimensional search of embedding strengths [T], which
can’t be visualize graphically and needs special tool like ABC to search the optimal values.

A bounded initialization of population size of 20 is done in the range of 1 to 10. 200
generations are used in the ABC optimization. The other controlling parameters are shown in
Table 1. The block diagram of optimization process is shown in Fig. 5 and the algorithm of
optimization process is shown in Fig. 6.

5 Results and discussions

In this study, a variety of images are used as host image to show the applicability of proposed
scheme in different domain. Figure 7 is showing few host images and watermarks used in this

Alg. 1 Algorithm for the embedding strength optimization using ABC

1: Initialize the population of bees within the limits of upper and lower bounds using equation 2.

2: Compute the value of fitness function (equation 16) for all the initial bees.

3: Find the best fitness (among all the solutions) and memorize it as best solution.

4: Set = 0 for each .

5: Set iteration = 0. 

6: Calculate the new solution as per the equation 3 for each employed bee. 

7: Compare the new solution with current solution and choose the better one (on the basis of fitness) for 

next iteration.

8: If there is no change in then set = + 1.

9: Shared the information of employed bee with onlooker bee.

10: Calculate the normalized probability for each food location using equation 4 and 5.

11: If (rand (0, 1) < ) for a food location. 

12: A new solution is generated same as that of step 6.

13. Compare the new solution with current solution and choose the better one (on the basis of fitness). 

for next iteration. 

14: If there is no change in then set = + 1.

15: end. 

16: Find the best fitness (among all the solutions) and memorize it as best solution.

17: Find out the Pi, which are not changing since >=Limit. Set them abandoned and set = 0.

18: Re-initialize such abandoned individual Pi according to equation 2.

19: Find the best fitness (among all the solutions) and memorize it as best solution.

20: Set iteration = iteration + 1.

21: Go to step 6 till iteration <200.

22: Save the values of final best solution.

23: Stop.

Fig. 6 Algorithm for the embedding strength optimization using ABC
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study. All the host images are of size 512 × 512 and gray in nature. Both the watermarks are of
size 128 × 128 and binary of nature. The scaled version of ‘watermark-1’ In order to show the
importance of proposed approach, the results (imperceptibility and robustness) are first
computed with fixed embedding parameter and then with ABC optimized parameters. The
proposed scheme is evaluated in terms of capacity, imperceptibility, robustness and
reversibility.

5.1 Capacity

The capacity is directly dependent on the block size used for host image division. One bit is
inserted in each block so capacity can be simply calculated by equation 17. Table 2 is showing
the capacity of scheme in terms of block size.

Capacity ¼ Number of spatial domain blocks ¼ Host image size 512� 512ð Þ
Spatial domain block size

ð17Þ

Table 2 Change in capacity with block size

Spatial domain block size Transformed domain size of HL/LH bands Bits capacity

4 × 4 2 × 2 16,384

8 × 8 4 × 4 4096

16 × 16 8 × 8 1024

32 × 32 16 × 16 256

Fig. 7 Host Images and watermark: (a) Lena (b) Medical image (c) Thermal image (d) SAR image (e)
watermark-1 (w-1) (f) watermark-2 (w-2)
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In order to increase the capacity of scheme, a smaller block size can be utilized but
this results into reduction of the imperceptibility and robustness of the scheme. The
change in imperceptibility with different block sizes is shown in Fig. 8. It is quite
clear from the Fig. 8 that a higher imperceptibility can be achieved with a larger
block size.

The same pattern (imperceptibility vs. block size) is also followed by the other host images;
as shown in the Table 3.

5.2 Imperceptibility

The imperceptibility of the watermarked image is dependent on the embedding
strength and block size. With the assumption that the block size is 16 × 16, Table 4
is showing the variation in PSNR of watermarked image with different embedding
strength.

It can be clearly seen from the Table 4 that as the embedding strength increases, the PSNR
of watermarked image gets decreased. This proofs that use of higher embedding strength
decreases the imperceptibility of the scheme. Figure 9 is showing the watermarked image with
block size 16 × 16 and embedding strength of 3.

Table 3 Change in imperceptibility (PSNR) with block size (Embedding strength = 3)

Block size PSNR (dB) of watermarked image

Lena Medical image Thermal image Satellite image

w1 w2 w1 w2 w1 w2 w1 w2

4 × 4 41.0291 41.0094 45.4590 45.3660 44.8114 44.7103 36.1020 36.1676

8 × 8 44.0372 43.9152 46.5433 46.4228 46.5007 46.3546 39.8953 39.9021

16 × 16 46.1633 45.7358 47.0286 46.9375 47.0849 47.0305 43.7994 43.6846

32 × 32 46.8789 47.0260 47.2207 47.1507 47.2192 47.2940 46.1117 45.8732
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Fig. 8 Variation of imperceptibility (PSNR) of host ‘Lena’ with different block size at fixed embedding strength
(T = 3)
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5.3 Robustness

Robustness is defined as the ability to deal with the attacks. Fifteen different attacks
are considered in this study as shown in Table 5. Table 5 is showing the variation in
the robustness of scheme (in terms of BER) with different embedding strengths.
‘Lena’ is used as host image and watermark-1 is used as watermark for the calcula-
tion of Table 5. The average BER (using all the attacks) is calculated for all the host
images of different domain and the same is shown in Table 6 with different embed-
ding strengths. It is quite evident from the Tables 5 and 6 that a higher embedding
strength provides a better robustness (Low BER).

5.4 Optimization of embedding strength

From the sections 5.2 and 5.3, it is quite clear that a higher value of embedding
strength provides a better robustness but poor imperceptibility and lower value of
embedding strength provides opposite of that. Though, a good watermarking scheme
needs to have a high value of both parameters, i.e. imperceptibility and robustness.
Both parameters cannot be maximized simultaneously, so there is a need to choose an

Fig. 9 Watermarked Images (block size 16 × 16 and T = 3): (a) Lena (b) Medical image (c) Thermal image (d)
SAR image

Table 4 Change in imperceptibility (PSNR) with embedding strength (block size = 16 × 16)

Embedding strength PSNR (dB) of watermarked image

Lena Medical image Thermal image SAR image

w1 w2 w1 w2 w1 w2 w1 w2

T = 1 51.0986 50.5050 55.2333 55.1389 54.6761 54.7390 46.2214 46.6004

T = 2 48.8985 48.1324 50.1517 50.1253 50.2234 50.0062 45.1029 45.1671

T = 3 45.8905 45.8936 47.3048 47.0101 47.3720 47.1386 43.4253 43.6147

T = 4 44.1744 43.9608 44.7767 44.7828 44.7928 44.7707 42.4511 42.5450

T = 5 42.8219 42.3836 42.9876 42.8908 43.2273 43.1080 41.2235 41.1793

T = 6 41.2660 40.9156 41.5567 41.4636 41.7014 41.5731 40.2082 40.1002

T = 7 40.0352 39.7891 40.1654 40.1308 40.2917 40.3038 39.2441 39.1757

T = 8 38.9256 38.7401 39.0023 38.9901 39.0884 39.0556 38.3295 38.2650

T = 9 37.9384 37.7600 38.0365 37.9571 38.1141 38.1228 37.4658 37.3838

T = 10 37.0562 36.9126 37.1443 37.0961 37.2411 37.2113 36.6925 36.5918
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optimal value of embedding strength that provides a good tradeoff between
imperceptibility and robustness.

In order to obtain an optimal value, an error function is defined in equation 15.
The objective is to minimize the error function by changing the embedding strength.
Figure 10 is showing the variation of error function with respect to the embedding

Table 6 Change in average robustness (BER) with embedding strength (block size is 16 × 16)

Embedding strength BER in extracted watermark

Lena Medical image Thermal image SAR image

w1 w2 w1 w2 w1 w2 w1 w2

T = 1 0.20190 0.20410 0.16660 0.16868 0.15911 0.15963 0.20260 0.21022

T = 2 0.11129 0.11308 0.09401 0.09140 0.08828 0.08925 0.13157 0.13580

T = 3 0.06258 0.06621 0.05931 0.05696 0.05531 0.05512 0.08554 0.09114

T = 4 0.04065 0.03865 0.03554 0.03470 0.03320 0.03378 0.06087 0.06191

T = 5 0.02255 0.02272 0.02265 0.02180 0.02233 0.02285 0.04014 0.04132

T = 6 0.01254 0.01119 0.01373 0.01315 0.01360 0.01282 0.02949 0.02955

T = 7 0.00694 0.00755 0.00266 0.00253 0.00312 0.00377 0.02057 0.02128

T = 8 0.00400 0.00364 0.00071 0.00065 0.00084 0.00091 0.01451 0.01503

T = 9 0.00123 0.00104 0.00039 0.00019 0.00026 0.00058 0.01048 0.01061

T = 10 0.00058 0.00058 0.00026 0.00006 0.00026 0.00013 0.00833 0.00813

Table 5 Variation of robustness (BER) of host ‘Lena’ (watermark-1) towards different attacks with different
embedding strength (block size = 16 × 16)

Name of attack Threshold

T = 1 T = 2 T = 3 T = 4 T = 5 T = 6 T = 7 T = 8

Median filtering (3 × 3) 0.2119 0.0859 0.0488 0.0283 0.0126 0.0078 0.0068 0.0029

Histogram equalization 0.0312 0.0078 0.0029 0.0009 0.0078 0 0 0

Wiener filtering (3 × 3) 0.1621 0.0546 0.0263 0.0107 0.0009 0.0039 0.0009 0

Motion Blurring (Theta = 7, Len = 10) 0.3115 0.1748 0.0839 0.0537 0.0371 0.0214 0.0126 0.0107

Sharpening (0.2) 0.0585 0.0019 0.0009 0.0009 0 0 0 0

Gamma correction (0.5) 0.0126 0.0009 0 0 0 0 0 0

JPEG compression (Q = 90) 0.0136 0 0 0 0 0 0 0

JPEG compression (Q = 70) 0.2441 0.0830 0.0195 0.0009 0 0 0 0

JPEG compression (Q = 50) 0.4111 0.3193 0.2294 0.1650 0.0849 0.0332 0.0048 0

JPEG 2000 (Ratio = 4) 0.0244 0 0 0 0 0 0 0

JPEG 2000 (Ratio = 8) 0.2441 0.0820 0.0185 0.0029 0.0009 0 0 0

JPEG 2000 (Ratio = 12) 0.3671 0.2724 0.2119 0.1728 0.0888 0.0703 0.0556 0.0253

AGN (variance =0.001) 0.2392 0.0781 0.0136 0.0019 0.0009 0 0 0

AGN (variance =0.003) 0.3281 0.2099 0.0937 0.0498 0.0273 0.0058 0.0029 0.0027

AGN (variance =0.006) 0.3691 0.2988 0.1894 0.1220 0.0771 0.0458 0.0205 0.0185

Average 0.2019 0.1112 0.0625 0.0406 0.0225 0.0125 0.0069 0.0040
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strength for different hosts and Table 7 is showing the values of error function with
different hosts and watermarks.

The corresponding embedding strengths for the highlighted values of error function
(Table 7) are providing the best tradeoff with respective host and watermark. In
Fig. 10 and Table 7, a single value of embedding strength is used for all the blocks.
The use of different values of embedding strength for different blocks; can help in
minimizing this error function further. The use of multiple embedding strength, makes
this minimization a multi-dimensional search and so a specialized tool; artificial bee

Table 7 Variation of error function with embedding strength (block size is 16 × 16)

Embedding strength Value of error function

Lena Medical image Thermal image SAR image

w1 w2 w1 w2 w1 w2 w1 w2

T = 1 0.5933 0.6001 0.5287 0.5314 0.5249 0.5250 0.6353 0.6394

T = 2 0.5203 0.5286 0.4928 0.4904 0.4865 0.4892 0.5750 0.5786

T = 3 0.4984 0.5020 0.4821 0.4824 0.4775 0.4794 0.5461 0.5497

T = 4 0.4934 0.4936 0.4822 0.4813 0.4797 0.4805 0.5320 0.5320

T = 5 0.4896 0.4946 0.4879 0.4881 0.4850 0.4868 0.5253 0.5270

T = 6 0.4972 0.5000 0.4950 0.4955 0.4932 0.4939 0.5269 0.5283

T = 7 0.5065 0.5102 0.5006 0.5009 0.4995 0.5000 0.5302 0.5318

T = 8 0.5178 0.5199 0.5135 0.5136 0.5125 0.5130 0.5363 0.5377

T = 9 0.5284 0.5307 0.5262 0.5271 0.5250 0.5252 0.5443 0.5456

T = 10 0.5403 0.5424 0.5387 0.5392 0.5373 0.5376 0.5534 0.5547

Fig. 10 Variation of error function with embedding strength for different host and watermark-1
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colony is used to solve this complex search problem. The detail of ABC implemen-
tation is shown in section 4.3. Figure 11 is showing the error function minimization
with respect to the ABC generations. Tables 8, 9 and 10 are showing the comparison
of imperceptibility and robustness of ABC optimized embedding strengths with the
single optimal value of embedding strength. From the Tables 8, 9 and 10, it is quite
evident that the proposed scheme outperforms the existing scheme.

Table 9 Comparison of Robustness (BER) with single ‘T’ and ABC optimized ‘T’ matrix for different host
images (watermark-1)

Embedding strength BER in extracted watermark

Lena Medical image Thermal image SAR image

Ref
[38]

Proposed Ref
[38]

Proposed Ref
[38]

Proposed Ref
[38]

Proposed

Median filtering (3 × 3) 0.0126 0.0103 0 0.0009 0.0029 0.0012 0.0419 0.0329

Histogram equalization 0.0078 0.0012 0 0 0 0 0.0214 0.0107

Wiener filtering (3 × 3) 0.0009 0.0012 0 0 0.0019 0 0.0048 0

Motion Blurring (Theta = 7,
Len = 10)

0.0371 0.0208 0.0097 0.0227 0.0214 0.0135 0.1591 0.1194

Sharpening (0.2) 0 0 0 0 0 0 0 0

Gamma correction (0.5) 0 0 0 0 0 0 0 0

JPEG compression (Q = 90) 0 0 0 0 0 0 0 0

JPEG compression (Q = 70) 0 0 0.1113 0.0824 0.1074 0.0637 0 0

JPEG compression (Q = 50) 0.0849 0.0696 0.4179 0.2856 0.3544 0.2757 0.0244 0.0190

JPEG 2000 (Ratio = 4) 0 0 0 0 0 0 0.0185 0.0117

JPEG 2000 (Ratio = 8) 0.0009 0.0006 0 0 0 0 0.0839 0.0481

JPEG 2000 (Ratio = 12) 0.0888 0.0718 0.0039 0.0406 0.0058 0 0.1728 0.1156

AGN (variance =0.001) 0.0009 0.0009 0.0156 0.0089 0.0175 0.0038 0 0

AGN (variance =0.003) 0.0273 0.0164 0.1279 0.0214 0.1152 0.0743 0.0146 0.0051

AGN (variance =0.006) 0.0771 0.0667 0.2041 0.1312 0.2041 0.1589 0.0605 0.0362

Average 0.0225 0.0173 0.0593 0.0395 0.0553 0.0394 0.0401 0.0265

Table 8 Comparison of Imperceptibility (PSNR) with single ‘T’ and ABC optimized ‘T’ matrix

Scheme PSNR (dB) of watermarked image

Lena Medical image Thermal image SAR image

w1 w2 w1 w2 w1 w2 w1 w2

Thabit et al.
[38] (T)

42.822
(T = 5)

42.382
(T = 4)

47.304
(T = 3)

44.782
(T = 4)

47.372
(T = 3)

47.138
(T = 3)

41.223
(T = 5)

41.179
(T = 5)

Proposed
scheme (ABC
optimized T)

44.061 43.742 48.496 45.984 48.557 48.291 42.968 42.889
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5.5 Reversibility

The proposed scheme is tested for reversibility after embedding strength optimization with
ABC and it shows complete reversibility during all the tests. The IER (image error rate) is used
to evaluate the reversibility of proposed scheme as defined by [3]. 100 test images of each group
(General, Medical and SAR) are used to check the reversibility of proposed scheme. Table 11 is
showing the comparison of proposed scheme with previous methods in terms of IER.

5.6 Applicability of proposed scheme to color images

The proposed scheme is applied to color images (General and Medical) to verify its usefulness
in producing reversible color watermarked images. Ten general (G1 to G10) and ten medical
(M1 to M10) color hosts are used in this study in order to shown the applicability of proposed
scheme. Figure 12 is showing the color host images used in this study. Color image (RGB) is
made up of three channels i.e. red, green and blue. During embedding, each channel is
separated and embedding is done in any one of channel (R/G/B) same like the watermarking
done in gray channel (section 4.1) and then original channel is replaced by the watermarked
channel. After single channel embedding for all the three channels, the embedding is also done
for all the three channels at once i.e. same watermark is embedded in all the three channels in
one experiment. A block division of size 16 × 16 (8 × 8 in SLT) is utilized for embedding and
ABC based embedding strength optimization is performed on all the host images. Table 12 is
showing the imperceptibility (PSNR) of watermarked color hosts, when the watermark is
inserted in the red channel (R), green channel (G), blue channel (B) and all the three channels
(RGB). In case of single channel embedding, the PSNR is calculated for that particular channel
only and in case of multi channel embedding, the average of all the channel’s PSNR is
calculated to obtain the overall PSNR.

Fig. 11 Fitness function vs. iterations (generation)
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The extraction and reversibility process for all color images are performed. All hosts are
recovered back completely using the proposed scheme and the extracted watermark show a
zero BER (bit error rate) without any attack.

6 Conclusion

This paper proposed a robust-reversible watermarking scheme based on Slanlet trans-
form and Artificial Bee Colony. It utilized the mean value coefficients of HL and LH
bands for the watermark embedding and this provided a very good imperceptibility
and robustness to scheme. The study further suggested that there is a need to find an
optimal value of embedding strength to obtain a tradeoff between the imperceptibility
and robustness. So it utilized artificial bee colony optimization to find the optimal
values of embedding strength. The proposed scheme is completely reversible and it
was checked over various types of images (medical, thermal etc.) for applicability. In

(G1) (G2) (G3) (G4) (G5)

(G6) (G7) (G8) (G9) (G10)

(M1) (M2) (M3) (M4) (M5)

(M6) (M7) (M8) (M9) (M10)

Fig. 12 Color host images: General (G1 to G10) and Medical (M1 to M10)
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future, more variants of ABC along with other metaheuristic techniques will be
applied to improve the performance (generation used, PSNR, BER etc.) of
watermarking process. Also, new insertion methodologies need to be developed in
order to sustain major and deep geometrical attacks.

Table 11 Comparison of reversibility (IER) of proposed scheme with other schemes

Method Embedding strength

General images Medical images SAR images

HR method [13] (T = 4) 0.02 0.01 0.03

(T = 8) 0.02 0.01 0.01

HDC method – 1 [29] (T = 4) 0.84 0.96 0.89

(T = 8) 0.98 0.99 0.95

HDC method – 2 [40] (T = 4) 0.51 0.94 0.58

(T = 8) 0.51 0.94 0.58

WSQH-SC [3] (T = 4) 0 0 0

(T = 8) 0 0 0

Thabit et al. [38] (T = 4) 0 0 0

(T = 8) 0 0 0

Proposed method (ABC optimized T) 0 0 0

Table 10 Comparison of Robustness (BER) with single ‘T’ and ABC optimized ‘T’ matrix for different host
images (watermark-2)

Embedding strength BER in extracted watermark

Lena Medical image Thermal image SAR image

Ref [38] Proposed Ref [38] Proposed Ref [38] Proposed Ref [38] Proposed

Median filtering (3 × 3) 0.0253 0.0215 0 0.0009 0.0029 0.0012 0.0439 0.0287

Histogram equalization 0.0146 0.0097 0 0 0 0 0.0263 0.0107

Wiener filtering (3 × 3) 0.0019 0.0019 0 0 0.0039 0.0029 0.0029 0

Motion Blurring (Theta = 7,
Len = 10)

0.0498 0.0315 0.0019 0.0116 0.0273 0.0136 0.1669 0.1252

Sharpening (0.2) 0 0 0 0 0 0 0 0

Gamma correction (0.5) 0 0 0 0 0 0 0 0

JPEG compression (Q = 90) 0 0 0 0 0 0 0 0

JPEG compression (Q = 70) 0.0009 0 0.0253 0.0156 0.1152 0.0935 0 0

JPEG compression (Q = 50) 0.1650 0.1236 0.3164 0.1998 0.3408 0.2423 0.0263 0.0123

JPEG 2000 (Ratio = 4) 0 0 0 0 0 0 0.0156 0.0124

JPEG 2000 (Ratio = 8) 0.0048 0.0009 0 0 0 0 0.0732 0.0498

JPEG 2000 (Ratio = 12) 0.1386 0.0927 0 0.0225 0.0039 0.0009 0.1718 0.1352

AGN (variance =0.001) 0.0048 0 0.0009 0 0.0146 0.0095 0 0

AGN (variance =0.003) 0.0537 0.0392 0.0517 0.0272 0.1142 0.0735 0.0146 0.0109

AGN (variance =0.006) 0.1201 0.0804 0.1250 0.0967 0.2041 0.1632 0.0781 0.0545

Average 0.0386 0.0267 0.0347 0.0249 0.0551 0.0400 0.0413 0.0293
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