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Abstract In a web environment, one of the most evolving application is those with recom-
mendation system (RS). It is a subset of information filtering systems wherein, information
about certain products or services or a person are categorized and are recommended for the
concerned individual. Most of the authors designed collaborative movie recommendation
system by using K-NN and K-means but due to a huge increase in movies and users quantity,
the neighbour selection is getting more problematic. We propose a hybrid model based on
movie recommender system which utilizes type division method and classified the types of the
movie according to users which results reduce computation complexity. K-Means provides
initial parameters to particle swarm optimization (PSO) so as to improve its performance. PSO
provides initial seed and optimizes fuzzy c-means (FCM), for soft clustering of data items
(users), instead of strict clustering behaviour in K-Means. For proposed model, we first
adopted type division method to reduce the dense multidimensional data space. We looked
up for techniques, which could give better results than K-Means and found FCM as the
solution. Genetic algorithm (GA) has the limitation of unguided mutation. Hence, we used
PSO. In this article experiment performed on Movielens dataset illustrated that the proposed
model may deliver high performance related to veracity, and deliver more predictable and
personalized recommendations. When compared to already existing methods and having 0.78
mean absolute error (MAE), our result is 3.503 % better with 0.75 as the MAE, showed that
our approach gives improved results.
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1 Introduction

In recent times, we have seen numerous applications of recommendation system. The BPeople
you may know^ column suggest friends on Facebook and the Brecommended channel^
column in YouTube recommend the videos according to our interests and past historical
searches. These are some of the examples of recommendation used in web network technol-
ogy. Movie recommendation applications are widely used nowadays which are amalgamated
with web and multimedia devices that adopted operating systems such as windows and
android. A recommender system is an information filtering technology which is used to give
useful recommendations to a group of users for items or services that might interest them [4,
28]. It is based on a utility function that automatically predicts how a user will like an item,
depending upon their past behavior, relations with other users, item similarity, context, and
various other factors [23, 26]. The recommendation is an instance of data mining where data
sets are discovered and arranged in large patterns. Recommendation systems use different
techniques, but two of them used mostly, one is content-based (CB) which examine properties
of the items recommended [35]. CB based recommender systems deliver the description of the
item and knowledge of the user’s preference; another one is collaborative filtering systems that
recommend items based on similarity measures among users and items. It builds a model from
a user’s past behavior such as items previously purchased; numerical ratings were given to
those items [16, 17, 23, 27, 46]. Collaborative filtering (CF) is based on the theory that people
who agreed on same decisions in the past will agree with similar decisions in the future, and
they will like similar items as they liked in the past [11, 17, 29, 41]. However, it faces various
challenges and limitations such as data sparsity [20, 45, 46], whose role is to the evaluation of
large itemsets. Another limitation is hard to make predictions based on nearest neighbor
algorithms, third is scalability in which numbers of users and numbers of items both increases
[18, 19, 25, 41] and last one is the cold start where poor relationship among like-minded
people [23, 40, 46]. To address encounters, above-mentioned, a hybrid model based movie
recommendation approach is proposed to improve the concerns of both high dimensionality
and data sparsity. We moved to other approaches of collaborating filtering, and we landed up
on model-based collaborative filtering [20, 29, 33]. It is memory based and uses the entire
user-item database to generate prediction and also uses a statistical technique to find nearest
neighbors. The clustering technique of model-based collaborative filtering is used because
clustering reduces the high dimension of data sparse problem and improves scalability.
Clustering group the like-minded people together and thus prevent us from searching the
whole separate user space. Then there’s another problem that clustering requires quite large
computational time [46]. We use the entire system in two phases: online and offline phase. In
offline phase, clustering model results in a relatively small dimensional space and divides
active users into different clusters. In online phase, due to predicted ratings of movies, an
active user is presented with top-N movie recommendation list. The FCM algorithm is
employed to prepare the required clusters because, in FCM a user does not belong to only
one cluster but more than one cluster with a different degree of membership, this ensure more
accurate recommendation [5, 14, 18, 31]. Besides this, particle swarm optimization (PSO) is
adopted, that is an optimization technique to provide better results of FCM. We used PSO
instead of GA because it provides a guided change in particles as compared to a random
mutation in GA [6–8, 12, 16, 34, 37, 38, 42, 43]. We have used K-means to facilitate basic
elements of PSO [8, 14, 15, 24, 30, 36]. We have implemented and perform an experiment on
movielens dataset. The results we have obtained have achieved more success than existing
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cluster based collaborative filtering method. The rest of this article is organized as follows:
Section 2 is dedicated to literature survey which gives details about the related works already
done. In section 3 brief overview of PSO, K-Means and FCM are taken into consideration.
Fundamentals and methods are also discussed in section 3. In Section 4; we highlighted our
proposed framework PSOKM-FCM, which specifies that how the algorithms and techniques
behaved in our system. Section 5 specifies the experiment and result performed on movielens
dataset, and disused what we have achieved by applying our framework to movielens
database. The last section 6 is dedicated to a conclusion and future work with the explanation
of achievements and scope of our proposed framework.

2 Related work

Bobadilla et al. [4] performed massive literature survey on recommender systems (RS) and
suggested that RS as a valuable tool for the internet that provides relevant information.
Nowadays lots of Webs and mobile applications have adopted recommendation approaches
for suggesting relevant recommendations. E-commerce and mobile applications now totally
depend upon the recommendation techniques and methods. A recommender system is broadly
classified into three types of methods: content-based, collaborative based and hybrid based and
classified them according to heuristic and model based [1]. Traditional collaborative filtering
(TCF) approaches are the most popular approach in a recommendation system research
domain. Then, using Pearson correlation coefficient (PCC) measurement, users are grouped
such that those who have more similarity are together in a cluster. Next, predicted value of
items is calculated and recommended to the user. Then at the end, the top N highest predictive
items are selected to recommend the target user [40]. Context based recommender systems are
adopting nowadays by various e-commerce industries. In recommendation research authors
also applied factorization machines to the context-aware recommender systems [39]. They
developed an iterative optimization technique that analytically found the least-square answer
for one parameter given the other ones. Factorization Machines (FMs) were applied to model
contextual information and deliver context-aware rating predictions. This method resulted in
fast context-aware recommendations because the model equation of FMs could be computed
in linear time with both the number of context variables and the factorization size. In another
research work, a recommender system combined with content-based and collaborative
methods was suggested for items of interest to users, and also, exploit item semantics [13].
Authors described a hybrid method in which a user-specific recommendation mechanism was
learned that use similarity measures between users and also measures the attributes of items
that make them interesting to particular users. A multitask clustering framework was projected
for the activity of daily living analysis from visual data gathered from wearable cameras [48].
In their framework, rather than clustering data from different users separately, researchers
proposed to look for clustering partitions which were coherent among related tasks. A strategy
was suggested that automatically select meaningful semantic concepts for the event detection
task based on both the events-kit text descriptions and the concepts high-level feature
descriptions [50]. Moreover, authors introduced an event oriented dictionary representation
based on the selected semantic concepts. They attempted to learn an event oriented dictionary
representation based on the selected semantic concepts. A flexible graph-guided multi-task
learning (FEGA-MTL) framework was offered for categorizing the head pose of a person who
passages freely in an atmosphere monitored by multiple, large field-of-view surveillance
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cameras [47, 49]. The FEGA-MTL framework naturally extended to a weakly supervised
setting where the target’s walking route is employed as a proxy instead of head orientation.
Some researchers also considered the problem of egocentric activity recognition from
unlabelled data within a multi-task clustering framework [10]. Two multi-task clustering
(MTC) algorithms were proposed and evaluated on first-person vision (FPV) datasets.

3 Material and methods

The collaborative filtering is based on the user preference generated from the Pearson
correlation coefficient (PCC), that compute the similarity between n user and other users
[28]. Pearson correlation computes the statistical correlation among two item’s mutual ratings
to determine their similarity. The correlation is calculated as following as shown in Eq. 1.

ð1Þ

Where S(u, v), is the value between −1 and 1. If a value equals to −1, there is a perfect
negative indication correlation between the two values, vice versa. Here u and v are the users
whose similarity has to be calculated. i is the item belonging to a set of items that both the users
have rated. ru,i is the rating of the i

th item by user u and rv,i is the rating of the ith item by user v.
ru is the average rating of user u and rv is the average rating of user v. In [46], it converted the
original high dimensional data space into a relatively small dimensional data space for carrying
denser information. The main idea is to convert and obtain new coordinate space from the
original data, which is denoted by a principal component of data with the largest eigenvalue.
Let’s assume we have m x n matrix as the user-rating and in this n-dimension vector specifies
user’s profile. It turns out then principal components after performing eigenvalue decomposi-
tion, and we select the only first d components (d5n) to keep in the new data space which is
based on the value of accumulated proportion of 90 % of the origin alone. According to [2, 9,
15, 21, 24, 30, 36, 44], the simplest clustering algorithm used is k-means, which categorizes
items into k clusters. Initially, each k cluster contains random items. Then, for each cluster, a
centroid (or center) is computed. The distance of each item from the centroids are then
calculated and checked. If an item is discovered to be closer to another cluster, meaning that
if the distance between them is less then, it is moved to that cluster. Centroids are calculated,
again and again; thus, all item distances are checked. This is done until the stability is reached
(that is when no items move in the different cluster during an iteration), and thus algorithm
ends. In [46], suggested a common drawback of K-means algorithm is the selection of initial
seeds (initial centroid). K-means algorithm aims at reducing an objective function, in this case,
a squared error function. The objective function is:

J ¼
Xk

j¼1

Xn

i¼1

x jð Þ
i −c j

��� ���
2

ð2Þ

Where ‖xi
(j)− cj‖2 is a selected distance measure among a data point xi jð Þ and the cluster

centre cj, is an indicator of the distance of the n data points from their respective cluster centres.
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The k-means algorithm is composed of the following steps: a) Place K points into the space
represented by the objects that are being clustered. These points represent initial group
centroids. b) Assign each object to the group that has the closest centroid. c) When all objects
have been assigned, recalculate the positions of the K centroids. d) Repeat Steps b and c until
the centroids no longer move. This produces a separation of the objects into groups from
which the metric to be minimized can be calculated. Our experimental outcomes have been
compared with the techniques adopted by authors on the same dataset [46]. The initial centroid
could affect the final output and can easily lead to produce local optimum. Particle swarm
optimization (PSO) was inspired by the social behavior as it is an evolutionary computation
technique [22]. In PSO, the possible resolutions called Bparticles^, fly around in a multi-
dimensional search space, to determine an optimal, or sub-optimal, answer by competition as
well as support for themselves. The system primarily has a population of random responses. The
individual particle is given a random velocity and is drifted through the d-dimensional problem
space. The position or location (xid) and velocity (vid) of every particle i in dimension d is revised
based on its previous velocity, the previous best particle location (pid or pbest), and the previous
global best location or position of a particle in the population (pgd or gbest). The key approach of
PSO lies in accelerating each particle towards its pbest and gbest locations at each time step. The
authorized velocity and position of ith particle are given in Eqs. 3 and 4, respectively [8]:

vid ¼ w� vid þ c1 � rand1ðÞ � pid−xidð Þ þ c2 � rand2ðÞ pgd−xid
� �

: ð3Þ

xid ¼ xid þ vid ð4Þ
Where w denotes the inertia weight factor and is usually set to a value in the range of 0.5–1.
pid is the location of the particle that understands the best fitness value. pgd is the position of

the particles that involve a global best fitness value. c1 and c2 are constants recognized as social
acceleration coefficients. d signifies the aspect of the problem space. rand1, rand2 are random
values in the scope of (0, 1), which ensures wide search through problem space. The inertia
weight factor w delivers the essential diversity to the swarm by altering the momentum of
particles to escape the stagnation of particles at the local optima. Equation 5 needs each particle
to record its existing coordinate xid. The velocity vid specifies the speed of its movement
sideways the dimensions in a problem space, and the coordinates pid and pgd. Where the best
fitness values were computed [8]:

Pi t þ 1ð Þ ¼ Pi tð Þ f Xi t þ 1ð Þð Þ≤ f Xi tð Þð Þ
Xi t þ 1ð Þ f Xi t þ 1ð Þð Þ > f Xi tð Þð Þ

�
ð5Þ

Where the symbol f represents the fitness function; Pi (t) stands for the finest fitness
values and the coordination where the significance was calculated. t denotes the gener-
ation step. Finally, PSO algorithm can be outlined as a) Initialize every particle in the
population pool within the search space of initial velocities; b) Calculate the fitness value
of each of these particles. c) If this value is better than its best fitness value recorded
until this time, which is also called as population best (pid), then set the current value as
the new pid. d) The global best (pgd) is selected from the candidates, which is the best
fitness value of all of them in the pool. This is updated in every iteration after this
comparison as the new pgd. e) Calculate the particle velocity according to Eq. 2. f)

Multimed Tools Appl (2016) 75:9225–9239 9229



Refresh the particle position according to Eq. 3. g) Carry out stages b to e until minimum
error criteria are attained. The fuzzy c-means algorithm [3, 5, 14, 31, 32] is a clustering
algorithm where each item may belong to two or more clusters, not just one. Here, the
degree of membership is considered for each item which is given by a probability
distribution over the clusters. Fuzzy c-means (FCM) is a clustering algorithm that is
useful when an item’s similarity matches with more than one cluster, and we do not want
just to consider but various other clusters too [31]. FCM is different in the sense that it
does not decide the entire membership of a data point to a given group; instead, it
calculates the likelihood (the degree of membership). Since there is no absolute mem-
bership in one cluster but the various percentage of membership in different clusters,
FCM can be extremely fast. This is because high accurateness can be achieved with a
large number of iterations with this clustering method. FCM is grounded on minimiza-
tion of the following objective function:

Jm ¼
XN
i¼1

XC
j¼1

umi j xi−c j
�� ��

2

; 1≤m < ∞ ð6Þ

Where m is some real number larger than 1, uij is the degree of association of xi in the
cluster j. xi is the ith of d-dimensional dignified data, cj is the d-dimension center of the
cluster. ||*|| is somewhat norm expressing the similarity between any measured data and
the center. Fuzzy partitioning is supported out by an iterative optimization of the
objective function mentioned above, with the apprise of membership uij and the cluster
centers cj by:

ui j ¼ 1

XC
k−1

xi−c j
�� ��
xi−ckk k

� � 2
m−1

; c j ¼

XN
i¼1

umi j:xi

XN
i¼1

umi j

ð7Þ

This iteration will stop when, maxij{|uij
(k+1)− uijk |} < ε where ε is a termination criterion

between 0 and 1, whereas k is the iteration steps. This process converges to a local minimum or
a saddle point of Jm.

4 PSO-KM-FCM based collaborative filtering framework

In this section, our aim is to develop a hybrid clustering model to improve movie
prediction accuracy and recommendation to users. We have used some well-known
clustering algorithm such as fuzzy c-mean, k-means clustering algorithm and PSO along
with an approach named ‘type division’ method. Initial data contains two parameters
‘movie id’ and its ‘rating’ by a user. Type division method distributes the ratings given
over the types that particular movie belongs. Then they are used as initials to a k-mean
algorithm which outputs the centers for particular algorithm fuzzy c-mean algorithm
which need optimal initial centers for better results, the centers produced by k means are
further optimised by using them in fuzzy c-mean. After processing fuzzy c-mean
algorithm, final results are combined back and used for predicting ratings for futures
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movies given by a particular user based on previous data. As shown in Fig. 1, we
developed type division method for movies and adopted particle swarm optimization
(PSO). In our proposed recommendation system, we have developed a master collabo-
ration of PSO, K-means and fuzzy c-means. We have converted our initial dataset to a
new form in which users are divided based on types of movies they watched. Once we
have our new dataset we use it on PSO and K-means combination to find initial centres,
which are much accurate and precise centres than the assigning of centres randomly,
these centres are used by fuzzy c-means for optimization. Type division method is a
fundamental approach that divides users according to their interest in different kinds of
movies; it uses initial data set generate 19 files, each containing users having an interest
in that particular type of movie. A single movie can belong to many types or categories.
After generation of files, we use our algorithm on each file to combine users more
precisely by their rating on particular movie belonging to that type. By dividing users
according to the categories or type of movies, we find particular user interest and their
rating for that particular type. The type division method simply segregated the dataset
making the recommendation system more accurate for calculation.

Type division method was applied to the database and that had no effect on K-means being
applied first except that K-Means had to be applied for each movie kind in the dataset. The
initial centres and clusters given by K-Means provided an alternate to the random allocation of
input to PSO for optimized center calculation. The final output of K-Means and PSO was a set
of centres for each database file. The centres given by K-Means and PSO were used by FCM
algorithm to form the final clusters which were directly used for result calculation process.
Figure 1 shows that our approach for proposed movie recommendation system. It initially
involves breaking the dataset movies into the 19 types given and applying a series of clustering
and optimization algorithms explained below.

4.1 Adopting K-means clustering for centres

K-means algorithm is one of the most popular and commonly used clustering algorithms
because of factors like flexibility, simplicity and computation efficiency which arises when
considering large amounts of data. K-means one by one calculate ‘k’ cluster centres to assign
users to nearest cluster based on the distance calculated and applied by the Type division
method in which movies types are categorized according to their users. When there is no more
change in centres, the code comes to convergence. For the movie and their users, K-means
algorithm aims to partition these users into ‘k’ groups automatically.

J ¼
X k

j¼1

X n

i¼1
x jð Þ
i −C j

			 						 			2 ð8Þ

Where J = objective function, k = number of clusters, n = number of cases, Cj= centroid for
cluster j, xi

(j) = case i, ||xi
(j)
−Cj||

2 =Distance function.

(a) Clusters the Movie data into k groups.
(b) Select k points at random, as cluster centres (C jwhere j ¼ 1; 2::kÞ.
(c) Assign objects to their closest cluster centre according to the Euclidean distance function.
(d) Compute the centroid or mean of all objects in each cluster.
(e) Repeat steps b, c and d until the same points are assigned to each cluster in

consecutive rounds.
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4.2 Particle swarm optimization application for movie

Let S be the number of users in the swarm, each having a position xi ∈ Rn in the defined search-
space and having a velocity vi ∈ Rn. Let pi is the best known position of user i and g is best
position of the whole swarm. A PSO algorithm application for movie is shown in Fig. 2.

Fig. 1 PSO-KM-FCM based collaborative filtering framework
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The parameters φp,ω and φg, are nominated by the practitioner. These parameters control
the behaviour and efficiency of the PSO algorithm.

4.3 Application of fuzzy c-means and rating prediction

This FCM works by allowing membership to each data point correlating to each cluster center
by the distance among the cluster center and the data point. More the data is near to the cluster
center more is its membership towards the particular cluster center. Clearly, the summation of
membership of each data point should be equal to one. After each iteration membership and
cluster, centers are updated according to users and set of centers in Eq. 9, and steps are:

a) Take cluster centers generated by K-Mean-PSO code.
b) Calculate the fuzzy membership μ ij using Eq. 9:

μi j ¼ 1=
Xc

k¼1

di j=dik

 � 2

m−1ð Þ ð9Þ

Where, μij=fuzzy membership, c = number of cluster centre, dij =Euclidean distance
between ith data and jth cluster center, ‘m’ is the fuzziness index m € [1, ∞].

c) Calculate the fuzzy centres vj with Eq. 10:

vi j ¼ 1=
X n

i¼1
μi j


 �m
xi

� �
=

X n

i¼1
μi j


 �m� �
;∀ j ¼ 1; 2…C ð10Þ

d) Repeat step b and c until the minimum ‘J’ value is achieved
||U(k+1) - U(k)|| < β. Where,

k is the iteration step. β is the termination criterion which is between [0, 1].
U= (μij) n*c is the fuzzy membership matrix. J is the objective function.

For every user i = 1, ..., do: 

Initialize the user's position with a random vector:  xi ~ (bl, bu), where bl and bu are 

the lower and upper bound of the search-space. 

Initialize the user's position to its initial position: pi ← i

If (f(pi) < f(g)) refresh the swarm's finest known position: g ← pi

Initialize the user’s property: vi ~ (|bu-bl|, |bu-bl|) 

Do while  terminating criterion is not reached (e.g. max number of times then code run 

or a solution to satisfying objective function value is found): 

For every user i = 1, ...,  do: 

take random numbers: rp, rg ~ (0,1) 

For every dimension d = 1, ..., n do: 

Update the user's property: vi,d ← ω vi,d + φp rp (pi,d- i,d) + φg rg (gd- i,d) 

Update the user's position: i ← i + vi

If (f( i) < f(pi)) do: 

Update the user's best-known position: pi ← i

If (f(pi) < f(g)) update the swarm's greatest known position: g  pi
Now g holds the best-found solution. 

Fig. 2 Particle swarm optimization application for the movie
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We divided that movie in their types then finds a user based on the previous rating in
corresponding types, and then all this rating are combined to get a final predicted rating.

5 Experiments and results

In this section, we discuss the experimental design and empirically investigate our novel
proposed movie recommendation system via K-Means-PSO-FCM technique. We evaluate the
performance of the proposed method using Mean Absolute Error. Finally, the results are
analyzed and discussed here. We carried out all of our experiments and techniques on Pavilion
DV6 2.6 GHz, 6.0 GB RAM and Java using Netbeans IDE 7.3.1 to simulate the model.

5.1 Data set and evaluation criteria

We consider the Movielens dataset to conduct the experiments, which is available online
including 100,000 ratings by 943 users on 1682 movies and assigned to a discrete scale
of 1–5 (http://grouplens.org/datasets/movielens/100k/). Every user has rated at least 20
movies. We divide the dataset into 19 types of movies given for each file in the dataset.
We have taken two features for identifying the user preferences as input to
recommendation system, and they are ‘movies id’ that tells the categories or types it
represents and ‘ratings’ given to the movie. We have 19 different kinds in which all the
movies gets categories. Each user rating for a particular movie is distributed among the
types that movie belongs to. The distribution task is done by the ‘type division’ method,
which goes for individual clustering and gets combined again at the end of final results.
We implemented our proposed system on the dataset to make the predictions using the
final clusters. To check the quality of recommendation, we used the mean absolute error
(MAE) as evaluation measure which has been widely used to compare and measure the
performance of recommendation systems. The MAE is a statistical accuracy metric
which measures the average of the absolute difference between the predicted ratings
according to the technique used and actual ratings on test users as shown in Eq. 10. A
lower MAE value corresponds to a more accurate prediction [46].

MAE ¼
X

~Pi j−ri j
			 			
M

ð11Þ

Where M is the total number of predicted movies, Pij represents the predicted value for user
i on item j and rij is the true rating. To understand whether users are interested in the
recommendation movies, we can employ the precision and recall metrics which are widely
used in recommender systems to understand intelligence level of recommendations. Precision
is the ratio of interesting movies retrieved by a recommendation method to the number of
recommendations. Recall gives the ratio of interesting movies retrieved that is considered
interesting by the user in the actual system. These two measures clearly conflict in nature
because increasing the size of recommended movies N leads to an increase in the recall but
decrease the precision. However, these evaluations can only be measured on a real online
recommender system. The precision and recall for Top-N (N is the number of predicted
movies) recommendations are as follows [4]:-
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5.2 Results and discussion

The sparse of user-item rating matrix makes it hard to find real neighbours to form the final
recommendation list. In our experiments, we compare the performances and some trends of the
existing baseline CF movie recommendation systems with our approach, while the
neighbourhood size varies from 5 to 60 in an increment of 5. A detailed result is mentioned
in Table 1, as it demonstrates efficient experimental results. The mean absolute error is
calculated for K-Means-PSO-FCM on different dataset files. We first calculate the MAE using
the above-given method on various dataset files namely u1.base, u2.base, u3.base, u4.base,
u5.base, ua.base and ub.base. These files contain a different number of movies. However, we
get the mean absolute error for each dataset which is later combined to find the MAE of the
entire MovieLens dataset.

Table 1 shows the values of mean absolute error for our approach on theMovieLens dataset.
Figure 3 shows the variation of mean absolute error over different files of the dataset and

after that we calculated the Mean, Variation and the standard deviation of the MAE calculated:
Mean = 0.7458933, Variance = 3.78615 e-5, Standard Deviation = 6.15317 e-3. Mean absolute
error comparison between different techniques. We first try to evaluate the movie recommen-
dation quality with the traditional cluster-based CFs. We compare different methods based on
the MAE calculated with a different number of neighbours ranging from 5 to 60.

Figure 4 shows the variations in mean absolute error for a different number of neighbours in
clusters for various methods. It shows that all methods try to reach the optimum prediction values
where the neighbourhood size varies from 15 to 20, and it becomes relatively stable around 60
nearest neighbours. Without the first step of dimensional reduction, GA-KM and SOMgave very
closeMAE values, and it seems that GAKMproduces slightly better prediction than SOM.When
coupling with PCA technique, GAKM shows a distinct improvement in recommendation
accuracy compared with SOM. Moreover, the proposed K-Means-PSO-FCM produces the
smallest MAE values continually where the neighbour size varies. All K-means clustering CF
generate increasing MAE values which indicate the decreasing quality for recommendation due
to the sensitiveness of the algorithm. Traditional user-based CF produces relatively worse
prediction compared with the basic clustering-based methods. However, our method gave the
lowest MAE amongst all methods shown above because of the fuzzy logic used.

Table 2 shows the comparison between the variations in the mean absolute error
calculated by different techniques by comparing their mean and standard deviations. Our
proposed method has the best MAE among all the methods used and a reasonable
variation still keeping the value below all the other methods used. Our work is novel
in the sense that, this hybrid of PSO, K-Means and Fuzzy-c-means delivered better

Table 1 MAE of separate files of
dataset Dataset Mean absolute error

U1.base 0.755745

U2.base 0.745370

U3.base 0.738844

U4.base 0.739792

U5.base 0.744568

Ua.base 0.742731

Ub.base 0.754202
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results. We initially use FCM, but to make it more efficient, we needed an optimization
algorithm. The centers obtained by PSO was used as input for FCM. PSO needs initial
clusters and initial centers. For initial clusters, we made random clusters with no
similarity factor. For leading centers, we took the average of the no. of movie and rating
values and used them as centers. However, the differences between these centers were
too small. This produced poor results. So we used K-Means, and the clusters of K-means
are used as initial clusters of PSO, and the average of the values is taken as first centers
for PSO. We found that the combination of FCM with PSO and K-Means gives lower
MAE values than other recommendation systems used before.

6 Conclusion and future work

In this paper, we developed a novel hybrid model based on a collaborative filtering (CF)
approach that produces movie recommendations in which we developed type division system
for movies and adopted this with particle swarm optimization and clustering algorithms as
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fuzzy c-mean and with K-mean algorithm application. In our approach, we divided user-movie
according to their movie type, which in return make our dataset more precise, dense, clear and
reliable. We used fuzzy c-means (FCM) as the main algorithm for finding a neighborhood for
users. To improve the accuracy of FCM we used PSO and K-means algorithm, which give
more precise centers for fuzzy c-means and give denser neighborhood selections. We have
done the experiment on Movielens dataset; this dataset has many categories. Note that this
dataset will only have the ratings of movies rated by users. Users are fully independent and do
not have social relationships. Our proposed approach proves that it is capable of generating
better prediction accuracy and provide more reliable movie recommendations to users com-
paring to the present clustering-based collaborative filtering (CCF) approaches. As for future
work, we will continue to improve our work approach that can deal with a much larger dataset
with higher dimension or attribute. We will add other attributes of users like age, occupation,
etc. to give more accurate and reliable rating.
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